We describe a method to improve Chinese—Japanese statistical machine trans-
lation (SMT) of patents by re-tokenizing the training corpus with aligned bilin-
gual multi-word terms.

Chinese and Japanese tokenization on patent sentences

e Examples of terms in JPO' Chinese—Japanese patent sentences are tok-
enized at different levels of granularity. Segmentation tools used are Stan-
ford? for Chinese and Juman? for Japanese.

Language Sentence
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Monolingual multi-word term extraction using C-value

e The C-value is a commonly used automatic domain-independent method for
multi-word term extraction. This method has two main parts: a linguistic part
and a statistical part.

— The linguistic pattern we use is the regular expression®:
(Adjective| Noun)" Noun

— The statistical part, the measure of termhood, called the C-value, is given
by the following formula:

log, |a| - f(a) 1 if @ is not nested,

log, |al(f(a) — P > ver, f(b)) otherwise

C—value(a) =

(1)
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— consider one side is multi-word term (red /)

filtering by thresholds, ratio of lengths in words and components of the
bilingual multi-word terms
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Eoft:;‘f Cor;i‘t“ OF | Ghinese Japanese P(t]s) P(s]t)
O BO BT R 1297 x—A_ 71 |05 0.923077 | 0.928571
O TiE . FA Xy 7 K 1.000000 | 0.833333
O A= il TE 1.000000 | 0.951220
O A R L — 1.000000 | 1.000000
O i = i S 0.8181820.900000
O * AR FIz K 0.861538|0.982456
O * AV S vy = [ = B S S PR ¥ 1.000000 | 1.000000
X Vv J&__FK FE L 0.844444|0.240506
X Vv 2553 H1 R 1.000000 | 0.005988
X v R R 0.948247 | 0.677804
% v AT ¥ 0.974392 | 0.956030
X Vv PR Hiiz__HX 0.992000 | 1.000000
X Vv o i 0.197531|0.058252
X Vv iy = HalR 0.990548 | 0.984962
X Vv HETH % Ao 1.000000 | 1.000000
X Vv AN Tan A7) 0.952030|0.811321
X vV ik TL—X% i 0.985437 | 0.902222
% v i KL TIL TR R 0.997275|0.910448
% v ey EHlgs AEYar ha—3 0.968831|0.917589
X Vv X R Ry b 7L —k 0.977011|1.000000
X * T DR Handover 1.000000 | 1.000000
% X = XA AT R 1.000000 | 1.000000
o . KT it STk 1.000000 | 1.000000
X * B_fiE JHfEE LOR 1.000000 | 1.000000

e We re-tokenize parallel training corpus with extracted bilingual multi-word
terms. Each multi-word term is re-tokenized (aligned) with markers.

Experiments and results

e Baseline (zh—ja) JPO corpus (lines)
training: 100,000, tuning: 500, test: 1,000 and 2,000

e Monolingual multi-word term are extracted from training data:
Chinese: 81,618 and Japanese: 93,105

e SMT experiments

— Baseline system (no re-tokenization)

— Several systems based on re-tokenized training data using different num-
ber of bilingual multi-word terms.

%Etip -LZﬁDT ﬁyzﬁNN I:FlﬁLC yiPU ﬁg@zﬁVV ﬁ%‘iuﬁVV jj\ﬁp
’D‘H}:T:WN }ﬁ,ﬂﬁﬁm WﬁLC El/‘jtiDEG ’L\“L&gﬁﬁm :,H,:ﬂﬁNN @Jﬁvv
Doan 75w B Z [8]ic Boee MKW T T o

OFE JF3H
‘cardiac cycle’
O

E/‘jﬁDEC 1:c0 /I\ﬁM [))\J:uLC E/‘juDEG 1%ﬁNN o tPU ‘systole’
N
Z Dz J7 e 1w BN T 1w o ‘cardiac cycle’
IOk ea T HR e Nuees Dma (Cyvaa Wofiem O WHE
Wrem 1> S ma Lvea Piksa Wea £ T ‘systole’
Dz [z D ML B8N D 17 O ik HH
Pssrese L _E e Dman (81 G ea H3ma Swa O ‘diastole’
D s o min Mg %
‘blood moving’

— We re-tokenize such candidate terms in the corpus by enforcing the ex-
tracted monolingual multi-word terms to be considered as one token.

Each candidate multi-word term is re-tokenized (aligned) with markers.

Bilingual multi-word term extraction

e We use the open source implementation of the sampling-based approach,
Anymalign [A. Lardilleux and Y. Lepage, 2009].

— consider multi-word to multi-word terms (green /)

filtering by thresholds, ratio of lengths in words, and components of the
bilingual multi-word terms

— We use kanji-hanzi conversion method (Unihan Mapping Data, Langconv

Traditional-Simplified Conversion data, Hanzi-kanji conversion) (blue /).
"http://lotus.kuee.kyoto-u.ac. jp/WAT/patent/index.html
?nttp://nlp.stanford.edu/software/segmenter.shtml
Shttp://nlp.ist.i.kyoto-u.ac.jp/index.php?JUMAN

Filtering by thresholds (a) Filtering by thresholds (a) + the rgtio of qugths + the
components (b) + kanji-hanzi conversion (c)
¢ of bilingual ¢ of bilingual multi-word | 1 of bilingual multi-word
Thresholds multi-word BLEU | p-value BLEU | p-value
terms (a) terms (a + b) terms (a+ b +¢)
> 0.0 52,785 (35%) |32.44 > 0.05 48,239 (63%) 49,474 (70%) 33.19| < 0.05
> 0.1 31,795 (52%) |32.23 | > 0.05 29,050 (68%) 30,516 (78%) 33.09 | < 0.05
> 0.2 27,916 (58%) |32.00 > 0.05 25,562 (75%) 27,146 (83%) 33.12| < 0.05
Baseline (1,000) - 32.35 - - - 32.35 -
> 0.3 25,404 (63%) |33.08 | < 0.01 23,321 (78%) 25,006 (83%) 33.25| < 0.01
> 0.4 23,515 (72%) | 32.77 < 0.05 21,644 (80%) 23,424 (84%) 33.31| < 0.01
> 0.5 21,846 (76%) |33.02 | < 0.01 20,134 (85%) 22,000 (88%) 33.23 | < 0.01
> 0.6 20,248 (78%) |33.32| < 0.01 18,691 (88%) 20,679 (89%) 33.75| < 0.01
> 0.7 18,759 (79%) |32.85 < 0.01 17,340 (88%) 19,460 (90%) 33.41| < 0.01
> 0.8 17,311 (79%) |33.25 < 0.01 16,001 (89%) 18,265 (90%) 33.38 | < 0.01
> 0.9 15,464 (80%) |33.20 < 0.01 14,284 (92%) 16,814 (93%) 33.43 | < 0.01
Considering one side multi-word terms + filtering by
constraints (d) + (@a+b+c)
Thresholds ¢ of one side multi-word | £ of filtered one side ﬁrﬁlﬁmggﬂ?&g BLEU | p-value
terms multi-word terms (d)
(@+b+c+d)

> 0.0 72,428 (2%) 27,116 (40%) 75,425 (64%) 32.55| > 0.05

> 0.1 18,395 (7%) 7,570 (55%) 37,059 (78%) 33.36 | < 0.01

>0.2 14,179 (12%) 6,031 (62%) 32,224 (85%) 33.20 < 0.01

>0.3 11,849 (15%) 5,161 (70%) 29,280 (90%) 33.41 | < 0.01

> 0.4 10,259 (17%) 4,537 (76%) 27,125 (90%) 33.37 < 0.01

> 0.5 9,069 (17%) 4,050 (76%) 25,270 (90%) 33.63 | < 0.01

> 0.6 7,875 (30%) 3,575 (76%) 23,522 (93%) 34.27 | < 0.01

> 0.7 6,900 (30%) 3,088 (80%) 21,874 (93%) 33.90 | < 0.01

>0.8 6,026 (30%) 2,726 (80%) 20,318 (93%) 33.85 < 0.01

> 0.9 5,062 (30%) 2,275 (82%) 18,484 (95%) 33.75 | < 0.01

Test is 2,000 sentences (zh)

Evaluation result

Baseline
Re-tokenization

32.29
33.61

(p-value < 0.01)

“Pattern for Chinese: (JJ|NN)™ NN, pattern for Japanese: (&l | &)™ %iail. JJ and 248" are codes for adjectives, ‘NN’ and ‘& il are codes for nouns in the Chinese and the Japanese taggers that we use.
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