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Preface

Many Asian countries are rapidly growing these days and the importance of communicating and
exchanging the information with these countries has intensified. To satisfy the demand for
communication among these countries, machine translation technology is essential.

Machine translation technology has rapidly evolved recently and it is seeing practical use especially
between European languages. However, the translation quality of Asian languages is not that high
compared to that of European languages, and machine translation technology for these languages has not
reached a stage of proliferation yet. This is not only due to the lack of the language resources for Asian
languages but also due to the lack of techniques to correctly transfer the meaning of sentences from/to
Asian languages. Consequently, a place for gathering and sharing the resources and knowledge about
Asian language translation is necessary to enhance machine translation research for Asian languages.

The Workshop on Machine Translation (WMT), the world’s largest machine translation workshop,
mainly targets on European languages and does not include Asian languages. The International
Workshop on Spoken Language Translation (IWSLT) has spoken language translation tasks for some
Asian languages using TED talk data, but these is no task for written language.

The Workshop on Asian Translation (WAT) is an open machine translation evaluation campaign focusing
on Asian languages. WAT gathers and shares the resources and knowledge of Asian language translation
to understand the problems to be solved for the practical use of machine translation technologies among
all Asian countries. WAT is unique in that it is an "open innovation platform": the test data is fixed and
open, so participants can repeat evaluations on the same data and confirm changes in translation accuracy
over time. WAT has no deadline for the automatic translation quality evaluation (continuous evaluation),
so participants can submit translation results at any time.

Following the success of the previous WAT workshops (WAT2014, WAT2015), WAT2016 brings together
machine translation researchers and users to try, evaluate, share and discuss brand-new ideas about
machine translation. For the 3rd WAT, we proudly include new Asian languages: Hindi and Indonesian
in addition to Japanese, Chinese and Korean for the machine translation evaluation shared tasks. We had
15 teams who submitted their translation results, and more than 500 submissions in total.

In addition to the shared tasks, WAT2016 also feature scientific papers on topics related to the machine
translation, especially for Asian languages. The program committee accepted 7 papers that cover
wide variety of topics such as neural machine translation, simultaneous interpretation, southeast Asian
languages and so on.

We are indebted to Hideto Kazawa (Google) who gave an invited talk. We are grateful to "SunFlare Co.,
Ltd.", "TOIN Corporation", "Baobab, Inc". "Asia-Pacific Association for Machine Translation (AAMT)"
and "PostEdit.Tokyo Co., Ltd." for partially sponsoring the workshop. We would like to thank all the
authors who submitted papers. We express our deepest gratitude to the committee members for their
timely reviews. We also thank the COLING 2016 organizers for their help with administrative matters.

WAT2016 Organizers
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Invited Speaker

Hideto Kazawa, Senior Engineering Manager, Google, Japan

Google’s Neural Machine Translation System: Training and Serving a Very Large Neural MT Models

Abstract

Recently Neural Machine Translation (NMT) systems are reported to outperform other approaches in
machine translation. However, NMT systems are known to be computationally expensive both in training
and in translation inference – sometimes prohibitively so in the case of very large data sets and large
models. Several authors have also charged that NMT systems lack robustness, particularly when input
sentences contain rare words. These issues have hindered NMT’s use in practical deployments and
services, where both accuracy and speed are essential. In this talk, I present GNMT, Google’s Neural
Machine Translation system, which attempts to address many of these issues. Our model consists of a
deep LSTM network with 8 encoder and 8 decoder layers using residual connections as well as attention
connections from the decoder network to the encoder. To improve parallelism and therefore decrease
training time, our attention mechanism connects the bottom layer of the decoder to the top layer of the
encoder. To accelerate the final translation speed, we employ low-precision arithmetic during inference
computations. To improve handling of rare words, we divide words into a limited set of common sub-
word units (“wordpieces”) for both input and output. On the WMT’14 English-to-French and English-
to-German benchmarks, GNMT achieves competitive results to state-of-the-art. Using a human side-
by-side evaluation on a set of isolated simple sentences, it reduces translation errors by an average of
60phrase-based production system.

Short bio

Hideto Kazawa received M.Sc from University of Tokyo and Dr. Eng. from Nara Adavanced Institute of
Science and Technology. He is now a Senior Engineering Manager of Google Translate team.
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Abstract

This paper presents the results of the shared tasks from the 3rd workshop on Asian translation
(WAT2016) including J↔E, J↔C scientific paper translation subtasks, C↔J, K↔J, E↔J patent
translation subtasks, I↔E newswire subtasks and H↔E, H↔J mixed domain subtasks. For the
WAT2016, 15 institutions participated in the shared tasks. About 500 translation results have
been submitted to the automatic evaluation server, and selected submissions were manually eval-
uated.

1 Introduction

The Workshop on Asian Translation (WAT) is a new open evaluation campaign focusing on Asian
languages. Following the success of the previous workshops WAT2014 (Nakazawa et al., 2014) and
WAT2015 (Nakazawa et al., 2015), WAT2016 brings together machine translation researchers and users
to try, evaluate, share and discuss brand-new ideas of machine translation. We are working toward the
practical use of machine translation among all Asian countries.

For the 3rd WAT, we adopt new translation subtasks with English-Japanese patent description,
Indonesian-English news description and Hindi-English and Hindi-Japanese mixed domain corpus in
addition to the subtasks that were conducted in WAT2015. Furthermore, we invited research papers on
topics related to the machine translation, especially for Asian languages. The submissions of the re-
search papers were peer reviewed by at least 2 program committee members and the program committee
accepted 7 papers that cover wide variety of topics such as neural machine translation, simultaneous
interpretation, southeast Asian languages and so on.

WAT is unique for the following reasons:

• Open innovation platform
The test data is fixed and open, so evaluations can be repeated on the same data set to confirm
changes in translation accuracy over time. WAT has no deadline for automatic translation quality
evaluation (continuous evaluation), so translation results can be submitted at any time.

• Domain and language pairs
WAT is the world’s first workshop that uses scientific papers as the domain, and Chinese ↔
Japanese, Korean ↔ Japanese and Indonesian ↔ English as language pairs. In the future, we
will add more Asian languages, such as Vietnamese, Thai, Burmese and so on.

• Evaluation method
Evaluation is done both automatically and manually. For human evaluation, WAT uses pairwise
evaluation as the first-stage evaluation. Also, JPO adequacy evaluation is conducted for the selected
submissions according to the pairwise evaluation results.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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LangPair Train Dev DevTest Test
ASPEC-JE 3,008,500 1,790 1,784 1,812
ASPEC-JC 672,315 2,090 2,148 2,107

Table 1: Statistics for ASPEC.

2 Dataset

WAT uses the Asian Scientific Paper Excerpt Corpus (ASPEC) 1, JPO Patent Corpus (JPC) 2, BPPT
Corpus 3 and IIT Bombay English-Hindi Corpus (IITB Corpus) 4 as the dataset.

2.1 ASPEC
ASPEC is constructed by the Japan Science and Technology Agency (JST) in collaboration with the
National Institute of Information and Communications Technology (NICT). It consists of a Japanese-
English scientific paper abstract corpus (ASPEC-JE), which is used for J↔E subtasks, and a Japanese-
Chinese scientific paper excerpt corpus (ASPEC-JC), which is used for J↔C subtasks. The statistics for
each corpus are described in Table1.

2.1.1 ASPEC-JE
The training data for ASPEC-JE was constructed by the NICT from approximately 2 million Japanese-
English scientific paper abstracts owned by the JST. Because the abstracts are comparable corpora, the
sentence correspondences are found automatically using the method from (Utiyama and Isahara, 2007).
Each sentence pair is accompanied by a similarity score and the field symbol. The similarity scores are
calculated by the method from (Utiyama and Isahara, 2007). The field symbols are single letters A-Z and
show the scientific field for each document5. The correspondence between the symbols and field names,
along with the frequency and occurrence ratios for the training data, are given in the README file from
ASPEC-JE.

The development, development-test and test data were extracted from parallel sentences from the
Japanese-English paper abstracts owned by JST that are not contained in the training data. Each data
set contains 400 documents. Furthermore, the data has been selected to contain the same relative field
coverage across each data set. The document alignment was conducted automatically and only docu-
ments with a 1-to-1 alignment are included. It is therefore possible to restore the original documents.
The format is the same as for the training data except that there is no similarity score.

2.1.2 ASPEC-JC
ASPEC-JC is a parallel corpus consisting of Japanese scientific papers from the literature database and
electronic journal site J-STAGE of JST that have been translated to Chinese with permission from the
necessary academic associations. The parts selected were abstracts and paragraph units from the body
text, as these contain the highest overall vocabulary coverage.

The development, development-test and test data are extracted at random from documents containing
single paragraphs across the entire corpus. Each set contains 400 paragraphs (documents). Therefore,
there are no documents sharing the same data across the training, development, development-test and
test sets.

2.2 JPC
JPC was constructed by the Japan Patent Office (JPO). It consists of a Chinese-Japanese patent de-
scription corpus (JPC-CJ), Korean-Japanese patent description corpus (JPC-KJ) and English-Japanese
patent description corpus (JPC-EJ) with four sections, which are Chemistry, Electricity, Mechanical en-
gineering, and Physics, based on International Patent Classification (IPC). Each corpus is separated into

1http://lotus.kuee.kyoto-u.ac.jp/ASPEC/
2http://lotus.kuee.kyoto-u.ac.jp/WAT/patent/index.html
3http://orchid.kuee.kyoto-u.ac.jp/WAT/bppt-corpus/index.html
4http://www.cfilt.iitb.ac.in/iitb parallel/index.html
5http://opac.jst.go.jp/bunrui/index.html
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LangPair Train Dev DevTest Test
JPC-CJ 1,000,000 2,000 2,000 2,000
JPC-KJ 1,000,000 2,000 2,000 2,000
JPC-EJ 1,000,000 2,000 2,000 2,000

Table 2: Statistics for JPC.

LangPair Train Dev DevTest Test
BPPT-IE 50,000 400 400 400

Table 3: Statistics for BPPT Corpus.

training, development, development-test and test data, which are sentence pairs. This corpus was used
for patent subtasks C↔J, K↔J and E↔J. The statistics for each corpus are described in Table2.

The Sentence pairs in each data were randomly extracted from a description part of comparable patent
documents under the condition that a similarity score between sentences is greater than or equal to the
threshold value 0.05. The similarity score was calculated by the method from (Utiyama and Isahara,
2007) as with ASPEC. Document pairs which were used to extract sentence pairs for each data were
not used for the other data. Furthermore, the sentence pairs were extracted to be same number among
the four sections. The maximize number of sentence pairs which are extracted from one document pair
was limited to 60 for training data and 20 for the development, development-test and test data. The
training data for JPC-CJ was made with sentence pairs of Chinese-Japanese patent documents published
in 2012. For JPC-KJ and JPC-EJ, the training data was extracted from sentence pairs of Korean-Japanese
and English-Japanese patent documents published in 2011 and 2012. The development, development-
test and test data for JPC-CJ, JPC-KJ and JPC-EJ were respectively made with 100 patent documents
published in 2013.

2.3 BPPT Corpus

BPPT Corpus was constructed by Badan Pengkajian dan Penerapan Teknologi (BPPT). This corpus con-
sists of a Indonesian-English news corpus (BPPT-IE) with five sections, which are Finance, International,
Science and Technology, National, and Sports. These data come from Antara News Agency. This corpus
was used for newswire subtasks I↔E. The statistics for each corpus are described in Table3.

2.4 IITB Corpus

IIT Bombay English-Hindi corpus contains English-Hindi parallel corpus (IITB-EH) as well as mono-
lingual Hindi corpus collected from a variety of existing sources and corpora developed at the Center
for Indian Language Technology, IIT Bombay over the years. This corpus was used for mixed domain
subtasks H↔E. Furthermore, mixed domain subtasks H↔J were added as a pivot language task with a
parallel corpus created using openly available corpora (IITB-JH) 6. Most sentence pairs in IITB-JH come
from the Bible corpus. The statistics for each corpus are described in Table4.

3 Baseline Systems

Human evaluations were conducted as pairwise comparisons between the translation results for a specific
baseline system and translation results for each participant’s system. That is, the specific baseline system
was the standard for human evaluation. A phrase-based statistical machine translation (SMT) system
was adopted as the specific baseline system at WAT 2016, which is the same system as that at WAT 2014
and WAT 2015.

In addition to the results for the baseline phrase-based SMT system, we produced results for the base-
line systems that consisted of a hierarchical phrase-based SMT system, a string-to-tree syntax-based

6http://lotus.kuee.kyoto-u.ac.jp/WAT/Hindi-corpus/WAT2016-Ja-Hi.zip
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LangPair Train Dev Test Monolingual Corpus (Hindi)
IITB-EH 1,492,827 520 2,507 45,075,279
IITB-JH 152,692 1,566 2,000 -

Table 4: Statistics for IITB Corpus.

SMT system, a tree-to-string syntax-based SMT system, seven commercial rule-based machine trans-
lation (RBMT) systems, and two online translation systems. The SMT baseline systems consisted of
publicly available software, and the procedures for building the systems and for translating using the
systems were published on the WAT web page7. We used Moses (Koehn et al., 2007; Hoang et al., 2009)
as the implementation of the baseline SMT systems. The Berkeley parser (Petrov et al., 2006) was used
to obtain syntactic annotations. The baseline systems are shown in Table 5.

The commercial RBMT systems and the online translation systems were operated by the organizers.
We note that these RBMT companies and online translation companies did not submit themselves. Be-
cause our objective is not to compare commercial RBMT systems or online translation systems from
companies that did not themselves participate, the system IDs of these systems are anonymous in this
paper.

7http://lotus.kuee.kyoto-u.ac.jp/WAT/
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3.1 Training Data
We used the following data for training the SMT baseline systems.

• Training data for the language model: All of the target language sentences in the parallel corpus.
• Training data for the translation model: Sentences that were 40 words or less in length. (For ASPEC

Japanese–English training data, we only used train-1.txt, which consists of one million parallel
sentence pairs with high similarity scores.)

• Development data for tuning: All of the development data.

3.2 Common Settings for Baseline SMT
We used the following tools for tokenization.

• Juman version 7.08 for Japanese segmentation.
• Stanford Word Segmenter version 2014-01-049 (Chinese Penn Treebank (CTB) model) for Chinese

segmentation.
• The Moses toolkit for English and Indonesian tokenization.
• Mecab-ko10 for Korean segmentation.
• Indic NLP Library11 for Hindi segmentation.

To obtain word alignments, GIZA++ and grow-diag-final-and heuristics were used. We used 5-gram
language models with modified Kneser-Ney smoothing, which were built using a tool in the Moses
toolkit (Heafield et al., 2013).

3.3 Phrase-based SMT
We used the following Moses configuration for the phrase-based SMT system.

• distortion-limit
– 20 for JE, EJ, JC, and CJ
– 0 for JK, KJ, HE, and EH
– 6 for IE and EI

• msd-bidirectional-fe lexicalized reordering
• Phrase score option: GoodTuring

The default values were used for the other system parameters.

3.4 Hierarchical Phrase-based SMT
We used the following Moses configuration for the hierarchical phrase-based SMT system.

• max-chart-span = 1000
• Phrase score option: GoodTuring

The default values were used for the other system parameters.

3.5 String-to-Tree Syntax-based SMT
We used the Berkeley parser to obtain target language syntax. We used the following Moses configuration
for the string-to-tree syntax-based SMT system.

• max-chart-span = 1000
• Phrase score option: GoodTuring
• Phrase extraction options: MaxSpan = 1000, MinHoleSource = 1, and NonTermConsecSource.

The default values were used for the other system parameters.
8http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN
9http://nlp.stanford.edu/software/segmenter.shtml

10https://bitbucket.org/eunjeon/mecab-ko/
11https://bitbucket.org/anoopk/indic nlp library
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3.6 Tree-to-String Syntax-based SMT
We used the Berkeley parser to obtain source language syntax. We used the following Moses configura-
tion for the baseline tree-to-string syntax-based SMT system.

• max-chart-span = 1000
• Phrase score option: GoodTuring
• Phrase extraction options: MaxSpan = 1000, MinHoleSource = 1, MinWords = 0, NonTermCon-

secSource, and AllowOnlyUnalignedWords.

The default values were used for the other system parameters.

4 Automatic Evaluation

4.1 Procedure for Calculating Automatic Evaluation Score
We calculated automatic evaluation scores for the translation results by applying three metrics: BLEU
(Papineni et al., 2002), RIBES (Isozaki et al., 2010) and AMFM (Banchs et al., 2015). BLEU scores were
calculated using multi-bleu.perl distributed with the Moses toolkit (Koehn et al., 2007); RIBES scores
were calculated using RIBES.py version 1.02.4 12; AMFM scores were calculated using scripts created
by technical collaborators of WAT2016. All scores for each task were calculated using one reference.
Before the calculation of the automatic evaluation scores, the translation results were tokenized with
word segmentation tools for each language.

For Japanese segmentation, we used three different tools: Juman version 7.0 (Kurohashi et al., 1994),
KyTea 0.4.6 (Neubig et al., 2011) with Full SVM model 13 and MeCab 0.996 (Kudo, 2005) with IPA
dictionary 2.7.0 14. For Chinese segmentation we used two different tools: KyTea 0.4.6 with Full SVM
Model in MSR model and Stanford Word Segmenter version 2014-06-16 with Chinese Penn Treebank
(CTB) and Peking University (PKU) model 15 (Tseng, 2005). For Korean segmentation we used mecab-
ko 16. For English and Indonesian segmentations we used tokenizer.perl 17 in the Moses toolkit. For
Hindi segmentation we used Indic NLP Library 18.

Detailed procedures for the automatic evaluation are shown on the WAT2016 evaluation web page 19.

4.2 Automatic Evaluation System
The participants submit translation results via an automatic evaluation system deployed on the WAT2016
web page, which automatically gives evaluation scores for the uploaded results. Figure 1 shows the sub-
mission interface for participants. The system requires participants to provide the following information
when they upload translation results:

• Subtask:

– Scientific papers subtask (J ↔ E, J ↔ C);
– Patents subtask (C ↔ J , K ↔ J , E ↔ J);
– Newswire subtask (I ↔ E)
– Mixed domain subtask (H ↔ E, H ↔ J)

• Method (SMT, RBMT, SMT and RBMT, EBMT, NMT, Other);

12http://www.kecl.ntt.co.jp/icl/lirg/ribes/index.html
13http://www.phontron.com/kytea/model.html
14http://code.google.com/p/mecab/downloads/detail?

name=mecab-ipadic-2.7.0-20070801.tar.gz
15http://nlp.stanford.edu/software/segmenter.shtml
16https://bitbucket.org/eunjeon/mecab-ko/
17https://github.com/moses-smt/mosesdecoder/tree/

RELEASE-2.1.1/scripts/tokenizer/tokenizer.perl
18https://bitbucket.org/anoopk/indic nlp library
19http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/index.html
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• Use of other resources in addition to ASPEC / JPC / BPPT Corpus / IITB Corpus;

• Permission to publish the automatic evaluation scores on the WAT2016 web page.

The server for the system stores all submitted information, including translation results and scores, al-
though participants can confirm only the information that they uploaded. Information about translation
results that participants permit to be published is disclosed on the web page. In addition to submitting
translation results for automatic evaluation, participants submit the results for human evaluation using
the same web interface. This automatic evaluation system will remain available even after WAT2016.
Anybody can register to use the system on the registration web page 20.

5 Human Evaluation

In WAT2016, we conducted 2 kinds of human evaluations: pairwise evaluation and JPO adequacy eval-
uation.

5.1 Pairwise Evaluation

The pairwise evaluation is the same as the last year, but not using the crowdsourcing this year. We asked
professional translation company to do pairwise evaluation. The cost of pairwise evaluation per sentence
is almost the same to that of last year.

We randomly chose 400 sentences from the Test set for the pairwise evaluation. We used the same
sentences as the last year for the continuous subtasks. Each submission is compared with the baseline
translation (Phrase-based SMT, described in Section 3) and given a Pairwise score21.

5.1.1 Pairwise Evaluation of Sentences
We conducted pairwise evaluation of each of the 400 test sentences. The input sentence and two transla-
tions (the baseline and a submission) are shown to the annotators, and the annotators are asked to judge
which of the translation is better, or if they are of the same quality. The order of the two translations are
at random.

5.1.2 Voting
To guarantee the quality of the evaluations, each sentence is evaluated by 5 different annotators and the
final decision is made depending on the 5 judgements. We define each judgement ji(i = 1, · · · , 5) as:

ji =


1 if better than the baseline
−1 if worse than the baseline
0 if the quality is the same

The final decision D is defined as follows using S =
∑

ji:

D =


win (S ≥ 2)
loss (S ≤ −2)
tie (otherwise)

5.1.3 Pairwise Score Calculation
Suppose that W is the number of wins compared to the baseline, L is the number of losses and T is the
number of ties. The Pairwise score can be calculated by the following formula:

Pairwise = 100× W − L

W + L + T

From the definition, the Pairwise score ranges between -100 and 100.
20http://lotus.kuee.kyoto-u.ac.jp/WAT/registration/index.html
21It was called HUMAN score in WAT2014 and Crowd score in WAT2015.
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5 All important information is transmitted correctly.
(100%)

4 Almost all important information is transmitted cor-
rectly. (80%–)

3 More than half of important information is trans-
mitted correctly. (50%–)

2 Some of important information is transmitted cor-
rectly. (20%–)

1 Almost all important information is NOT transmit-
ted correctly. (–20%)

Table 6: The JPO adequacy criterion

5.1.4 Confidence Interval Estimation
There are several ways to estimate a confidence interval. We chose to use bootstrap resampling (Koehn,
2004) to estimate the 95% confidence interval. The procedure is as follows:

1. randomly select 300 sentences from the 400 human evaluation sentences, and calculate the Pairwise
score of the selected sentences

2. iterate the previous step 1000 times and get 1000 Pairwise scores

3. sort the 1000 scores and estimate the 95% confidence interval by discarding the top 25 scores and
the bottom 25 scores

5.2 JPO Adequacy Evaluation
The participants’ systems, which achieved the top 3 highest scores among the pairwise evaluation results
of each subtask22, were also evaluated with the JPO adequacy evaluation. The JPO adequacy evaluation
was carried out by translation experts with a quality evaluation criterion for translated patent documents
which the Japanese Patent Office (JPO) decided. For each system, two annotators evaluate the test
sentences to guarantee the quality.

5.2.1 Evaluation of Sentences
The number of test sentences for the JPO adequacy evaluation is 200. The 200 test sentences were
randomly selected from the 400 test sentences of the pairwise evaluation. The test sentence include the
input sentence, the submitted system’s translation and the reference translation.

5.2.2 Evaluation Criterion
Table 6 shows the JPO adequacy criterion from 5 to 1. The evaluation is performed subjectively. “Im-
portant information” represents the technical factors and their relationships. The degree of importance
of each element is also considered to evaluate. The percentages in each grade are rough indications for
the transmission degree of the source sentence meanings. The detailed criterion can be found on the JPO
document (in Japanese) 23.

6 Participants List

Table 7 shows the list of participants for WAT2016. This includes not only Japanese organizations, but
also some organizations from outside Japan. 15 teams submitted one or more translation results to the
automatic evaluation server or human evaluation.

22The number of systems varies depending on the subtasks.
23http://www.jpo.go.jp/shiryou/toushin/chousa/tokkyohonyaku hyouka.htm

10



A
SP

E
C

JP
C

B
PP

T
II

T
B

C
pi

vo
t

Te
am

ID
O

rg
an

iz
at

io
n

JE
E

J
JC

C
J

JE
E

J
JC

C
J

JK
K

J
IE

E
I

H
E

E
H

H
J

JH
N

A
IS

T
(N

eu
bi

g,
20

16
)

N
ar

a
In

st
itu

te
of

Sc
ie

nc
e

an
d

Te
ch

no
lo

gy
✓

K
yo

to
-U

(C
ro

m
ie

re
s

et
al

.,
20

16
)

K
yo

to
U

ni
ve

rs
ity

✓
✓

✓
✓

T
M

U
(Y

am
ag

is
hi

et
al

.,
20

16
)

To
ky

o
M

et
ro

po
lit

an
U

ni
ve

rs
ity

✓
bj

tu
nl

p
(L

ie
ta

l.,
20

16
)

B
ei

jin
g

Ji
ao

to
ng

U
ni

ve
rs

ity
✓

✓
✓

✓
✓

✓
✓

✓
Se

ns
e

(T
an

,2
01

6)
Sa

ar
la

nd
U

ni
ve

rs
ity

✓
✓

N
IC

T-
2

(I
m

am
ur

a
an

d
Su

m
ita

,2
01

6)
N

at
io

na
lI

ns
tit

ut
e

of
In

fo
rm

at
io

n
an

d
C

om
m

un
ic

at
io

n
Te

ch
no

lo
gy

✓
✓

✓
✓

✓
✓

✓
✓

W
A

SU
IP

S
(Y

an
g

an
d

L
ep

ag
e,

20
16

)
W

as
ed

a
U

ni
ve

rs
ity

✓
E

H
R

(E
ha

ra
,2

01
6)

E
ha

ra
N

L
P

R
es

ea
rc

h
L

ab
or

at
or

y
✓

✓
✓

✓
✓

✓
nt

t(
Su

do
h

an
d

N
ag

at
a,

20
16

)
N

T
T

C
om

m
un

ic
at

io
n

Sc
ie

nc
e

L
ab

or
at

or
ie

s
✓

TO
K

Y
O

M
T

(S
hu

an
d

M
iu

ra
,2

01
6)

W
eb

lio
,I

nc
.

✓
II

T
B

-E
N

-I
D

(S
in

gh
et

al
.,

20
16

)
In

di
an

In
st

itu
te

of
Te

ch
no

lo
gy

B
om

ba
y

✓
✓

JA
PI

O
(K

in
os

hi
ta

et
al

.,
20

16
)

Ja
pa

n
Pa

te
nt

In
fo

rm
at

io
n

O
rg

an
iz

at
io

n
✓

✓
✓

✓
✓

II
T

P-
M

T
(S

en
et

al
.,

20
16

)
In

di
an

In
st

itu
te

of
Te

ch
no

lo
gy

Pa
tn

a
✓

U
T-

K
A

Y
(H

as
hi

m
ot

o
et

al
.,

20
16

)
U

ni
ve

rs
ity

of
To

ky
o

✓
U

T-
A

K
Y

(E
ri

gu
ch

ie
ta

l.,
20

16
)

U
ni

ve
rs

ity
of

To
ky

o
✓

Ta
bl

e
7:

L
is

to
fp

ar
tic

ip
an

ts
w

ho
su

bm
itt

ed
tr

an
sl

at
io

n
re

su
lts

to
W

A
T

20
16

an
d

th
ei

rp
ar

tic
ip

at
io

n
in

ea
ch

su
bt

as
ks

.

11



7 Evaluation Results

In this section, the evaluation results for WAT2016 are reported from several perspectives. Some of the
results for both automatic and human evaluations are also accessible at the WAT2016 website24.

7.1 Official Evaluation Results
Figures 2, 3, 4 and 5 show the official evaluation results of ASPEC subtasks, Figures 6, 7, 8, 9 and 10
show those of JPC subtasks, Figures 11 and 12 show those of BPPT subtasks and Figures 13 and 14 show
those of IITB subtasks. Each figure contains automatic evaluation results (BLEU, RIBES, AM-FM), the
pairwise evaluation results with confidence intervals, correlation between automatic evaluations and the
pairwise evaluation, the JPO adequacy evaluation result and evaluation summary of top systems.

The detailed automatic evaluation results for all the submissions are shown in Appendix A. The de-
tailed JPO adequacy evaluation results for the selected submissions are shown in Table 8. The weights
for the weighted κ (Cohen, 1968) is defined as |Evaluation1− Evaluation2|/4.

From the evaluation results, the following can be observed:

• Neural network based translation models work very well also for Asian languages.

• None of the automatic evaluation measures perfectly correlate to the human evaluation result (JPO
adequacy).

• The JPO adequacy evaluation result of IITB E→H shows an interesting tendency: the system which
achieved the best average score has the lowest ratio of the perfect translations and vice versa.

7.2 Statistical Significance Testing of Pairwise Evaluation between Submissions
Tables 9, 10, 11 and 12 show the results of statistical significance testing of ASPEC subtasks, Tables 13,
14, 15, 16 and 17 show those of JPC subtasks, 18 shows those of BPPT subtasks and 19 shows those of
JPC subtasks. ≫, ≫ and > mean that the system in the row is better than the system in the column at a
significance level of p < 0.01, 0.05 and 0.1 respectively. Testing is also done by the bootstrap resampling
as follows:

1. randomly select 300 sentences from the 400 pairwise evaluation sentences, and calculate the Pair-
wise scores on the selected sentences for both systems

2. iterate the previous step 1000 times and count the number of wins (W ), losses (L) and ties (T )

3. calculate p = L
W+L

Inter-annotator Agreement
To assess the reliability of agreement between the workers, we calculated the Fleiss’ κ (Fleiss and others,
1971) values. The results are shown in Table 20. We can see that the κ values are larger for X → J
translations than for J → X translations. This may be because the majority of the workers are Japanese,
and the evaluation of one’s mother tongue is much easier than for other languages in general.

7.3 Chronological Evaluation
Figure 15 shows the chronological evaluation results of 4 subtasks of ASPEC and 2 subtasks of JPC. The
Kyoto-U (2016) (Cromieres et al., 2016), ntt (2016) (Sudoh and Nagata, 2016) and naver (2015) (Lee et
al., 2015) are NMT systems, the NAIST (2015) (Neubig et al., 2015) is a forest-to-string SMT system,
Kyoto-U (2015) (Richardson et al., 2015) is a dependency tree-to-tree EBMT system and JAPIO (2016)
(Kinoshita et al., 2016) system is a phrase-based SMT system.

What we can see is that in ASPEC-JE and EJ, the overall quality is improved from the last year, but
the ratio of grade 5 is decreased. This is because the NMT systems can output much fluent translations

24http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/index.html
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but the adequacy is worse. As for ASPEC-JC and CJ, the quality is very much improved. Literatures
(Junczys-Dowmunt et al., 2016) say that Chinese receives the biggest benefits from NMT.

The translation quality of JPC-CJ does not so much varied from the last year, but that of JPC-KJ is
much worse. Unfortunately, the best systems participated last year did not participate this year, so it is
not directly comparable.

8 Submitted Data

The number of published automatic evaluation results for the 15 teams exceeded 400 before the start of
WAT2016, and 63 translation results for pairwise evaluation were submitted by 14 teams. Furthermore,
we selected maximum 3 translation results from each subtask and evaluated them for JPO adequacy
evaluation. We will organize the all of the submitted data for human evaluation and make this public.

9 Conclusion and Future Perspective

This paper summarizes the shared tasks of WAT2016. We had 15 participants worldwide, and collected a
large number of useful submissions for improving the current machine translation systems by analyzing
the submissions and identifying the issues.

For the next WAT workshop, we plan to include newspaper translation tasks for Japanese, Chinese
and English where the context information is important to achieve high translation quality, so it is a
challenging task.

We would also be very happy to include other languages if the resources are available.

Appendix A Submissions

Tables 21 to 36 summarize all the submissions listed in the automatic evaluation server at the time of
the WAT2016 workshop (12th, December, 2016). The OTHER RESOURCES column shows the use of
resources such as parallel corpora, monolingual corpora and parallel dictionaries in addition to ASPEC,
JPC, BPPT Corpus, IITB Corpus.
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Figure 2: Official evaluation results of ASPEC-JE.
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Figure 3: Official evaluation results of ASPEC-EJ.
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Figure 4: Official evaluation results of ASPEC-JC.
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Figure 5: Official evaluation results of ASPEC-CJ.
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Figure 6: Official evaluation results of JPC-JE.
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Figure 7: Official evaluation results of JPC-EJ.
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Figure 8: Official evaluation results of JPC-JC.
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Figure 9: Official evaluation results of JPC-CJ.
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Figure 10: Official evaluation results of JPC-KJ.
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Figure 11: Official evaluation results of BPPT-IE.
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Figure 12: Official evaluation results of BPPT-EI.
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Figure 13: Official evaluation results of IITB-EH.
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Figure 14: Official evaluation results of IITB-HJ.
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Annotator A Annotator B all weighted
SYSTEM ID average variance average variance average κ κ
ASPEC-JE
Kyoto-U 1 3.760 0.682 4.010 0.670 3.885 0.205 0.313
NAIST 1 3.705 0.728 3.950 0.628 3.828 0.257 0.356
NICT-2 3.025 0.914 3.360 0.740 3.193 0.199 0.369
ASPEC-EJ
Kyoto-U 1 3.970 0.759 4.065 0.851 4.018 0.346 0.494
bjtu nlp 3.800 0.980 3.625 1.364 3.713 0.299 0.509
NICT-2 3.745 0.820 3.670 0.931 3.708 0.299 0.486
Online A 3.600 0.770 3.590 0.862 3.595 0.273 0.450
ASPEC-JC
Kyoto-U 1 3.995 1.095 3.755 1.145 3.875 0.203 0.362
bjtu nlp 3.920 1.054 3.340 1.244 3.630 0.154 0.290
NICT-2 2.940 1.846 2.850 1.368 2.895 0.237 0.477
ASPEC-CJ
Kyoto-U 1 4.245 1.045 3.635 1.232 3.940 0.234 0.341
UT-KAY 1 3.995 1.355 3.370 1.143 3.683 0.152 0.348
bjtu nlp 3.950 1.278 3.330 1.221 3.640 0.179 0.401
JPC-JE
bjtu nlp 4.085 0.798 4.505 0.580 4.295 0.254 0.393
Online A 3.910 0.652 4.300 0.830 4.105 0.166 0.336
NICT-2 1 3.705 1.118 4.155 1.011 3.930 0.277 0.458
JPC-EJ
NICT-2 1 4.025 0.914 4.510 0.570 4.268 0.234 0.412
bjtu nlp 3.920 0.924 4.470 0.749 4.195 0.151 0.340
JAPIO 1 4.055 0.932 4.250 0.808 4.153 0.407 0.562
JPC-JC
bjtu nlp 3.485 1.720 3.015 1.755 3.250 0.274 0.507
NICT-2 1 3.230 1.867 2.935 1.791 3.083 0.307 0.492
S2T 2.745 2.000 2.680 1.838 2.713 0.305 0.534
JPC-CJ
ntt 1 3.605 1.889 3.265 1.765 3.435 0.263 0.519
JAPIO 1 3.385 1.947 3.085 2.088 3.235 0.365 0.592
NICT-2 1 3.410 1.732 3.045 1.883 3.228 0.322 0.518
JPC-KJ
JAPIO 1 4.580 0.324 4.660 0.304 4.620 0.328 0.357
EHR 1 4.510 0.380 4.615 0.337 4.563 0.424 0.478
Online A 4.380 0.466 4.475 0.409 4.428 0.517 0.574
BPPT-IE
Online A 2.675 0.489 3.375 1.564 3.025 0.048 0.187
Sense 1 2.685 0.826 2.420 1.294 2.553 0.242 0.408
IITB-EN-ID 2.485 0.870 2.345 1.216 2.415 0.139 0.324
BPPT-EI
Online A 2.890 1.778 3.375 1.874 3.133 0.163 0.446
Sense 1 2.395 1.059 2.450 1.328 2.423 0.305 0.494
IITB-EN-ID 2.185 1.241 2.360 1.130 2.273 0.246 0.477
IITB-EH
Online A 3.200 1.330 3.525 1.189 3.363 0.103 0.155
EHR 2.590 1.372 1.900 0.520 2.245 0.136 0.263
IITP-MT 2.350 1.198 1.780 0.362 2.065 0.066 0.164
IITB-HJ
Online A 1.955 1.563 2.310 0.664 2.133 0.120 0.287
EHR 1 1.530 1.049 2.475 0.739 2.003 0.055 0.194

Table 8: JPO adequacy evaluation results in detail.
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Table 9: Statistical significance testing of the ASPEC-JE Pairwise scores.
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Table 10: Statistical significance testing of the ASPEC-EJ Pairwise scores.

N
A

IS
T

(2
01

5)

bj
tu

nl
p

K
yo

to
-U

(2
01

5)

K
yo

to
-U

2

N
IC

T-
2

TO
SH

IB
A

(2
01

5)

O
nl

in
e

D

Kyoto-U 1 ≫ ≫ ≫ ≫ ≫ ≫ ≫
NAIST (2015) ≫ ≫ ≫ ≫ ≫ ≫
bjtu nlp ≫ ≫ ≫ ≫ ≫
Kyoto-U (2015) - ≫ ≫ ≫
Kyoto-U 2 ≫ ≫ ≫
NICT-2 ≫ ≫
TOSHIBA (2015) ≫

Table 11: Statistical significance testing of the ASPEC-JC Pairwise scores.
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Table 12: Statistical significance testing of the ASPEC-CJ Pairwise scores.
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Table 13: Statistical significance testing of the JPC-JE Pairwise scores.
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Table 14: Statistical significance testing of the JPC-EJ Pairwise scores.
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Table 15: Statistical significance testing of the JPC-JC Pairwise scores.
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Table 16: Statistical significance testing of the JPC-CJ Pairwise scores.
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Table 17: Statistical significance testing of the JPC-KJ Pairwise scores.
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Table 18: Statistical significance testing of the BPPT-IE (left) and BPPT-EI (right) Pairwise scores.
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Table 19: Statistical significance testing of the IITB-EH (left) and IITB-HJ (right) Pairwise scores.

ASPEC-JE
SYSTEM ID κ
NAIST (2015) 0.078
NAIST 1 0.081
NAIST 2 0.091
Kyoto-U 1 0.106
Kyoto-U 2 0.148
Kyoto-U (2015) 0.066
TOSHIBA (2015) 0.068
NICT-2 0.106
Online D 0.081
TMU 1 0.060
bjtu nlp 0.146
TMU 2 0.072
ave. 0.092

ASPEC-EJ
SYSTEM ID κ
NAIST (2015) 0.239
Kyoto-U 0.215
naver (2015) 0.187
Online A 0.181
WEBLIO MT (2015) 0.193
NICT-2 0.177
bjtu nlp 0.247
EHR 0.195
UT-AKY 1 0.204
TOKYOMT 1 0.189
TOKYOMT 2 0.200
UT-AKY 2 0.201
JAPIO 0.183
ave 0.201

ASPEC-JC
SYSTEM ID κ
Kyoto-U 1 0.177
NAIST (2015) 0.221
bjtu nlp 0.187
Kyoto-U (2015) 0.197
Kyoto-U 2 0.251
NICT-2 0.190
TOSHIBA (2015) 0.214
Online D 0.180
ave. 0.202

ASPEC-CJ
SYSTEM ID κ
Kyoto-U 1 0.195
Kyoto-U 2 0.151
bjtu nlp 0.168
UT-KAY 1 0.172
UT-KAY 2 0.156
NAIST (2015) 0.089
NICT-2 0.168
Kyoto-U (2015) 0.144
EHR 0.152
EHR (2015) 0.190
JAPIO 0.185
Online A 0.207
ave. 0.165

JPC-JE
SYSTEM ID κ
bjtu nlp 0.256
Online A 0.242
NICT-2 1 0.280
NICT-2 2 0.293
RBMT A 0.179
S2T 0.296
Hiero 0.324
ave. 0.267

JPC-EJ
SYSTEM ID κ
bjtu nlp 0.339
NICT-2 1 0.367
T2S 0.378
NICT-2 2 0.346
JAPIO 1 0.323
Hiero 0.383
Online A 0.403
JAPIO 2 0.336
RBMT F 0.323
ave. 0.355

JPC-JC
SYSTEM ID κ
NICT-2 1 0.076
Hiero 0.127
S2T 0.133
bjtu nlp 0.085
NICT-2 2 0.068
Online A 0.055
RBMT C 0.116
ave. 0.094

JPC-CJ
SYSTEM ID κ
ntt 1 0.169
JAPIO 1 0.121
JAPIO 2 0.160
NICT-2 1 0.150
EHR (2015) 0.123
ntt 2 0.114
EHR 1 0.155
NICT-2 2 0.151
EHR 2 0.150
bjtu nlp 0.200
Kyoto-U (2015) 0.096
TOSHIBA (2015) 0.131
Online A 0.116
ave. 0.141

JPC-KJ
SYSTEM ID κ
EHR 1 0.256
TOSHIBA (2015) 1 0.221
JAPIO 1 0.228
TOSHIBA (2015) 2 0.176
NICT (2015) 1 0.351
naver (2015) 1 0.469
NICT (2015) 2 0.345
Online A 0.232
naver (2015) 2 0.299
Sense (2015) 1 0.522
EHR (2015) 1 0.363
EHR 2 0.399
EHR (2015) 2 0.373
JAPIO 2 0.260
Sense (2015) 2 0.329
ave. 0.322

BPPT-IE
SYSTEM ID κ
Online A -0.083
Online B -0.051
S2T 0.025
Sense 1 0.145
Hiero 0.057
Sense 2 0.102
IITB-EN-ID 0.063
ave. 0.037

BPPT-EI
SYSTEM ID κ
Online A 0.094
Online B 0.063
Sense 1 0.135
Sense 2 0.160
T2S 0.089
IITB-EN-ID 0.115
Hiero 0.165
ave. 0.117

IITB-EH
SYSTEM ID κ
Online A 0.141
Online B 0.110
IITP-MT 0.215
EHR 0.196
ave. 0.166

IITB-HJ
SYSTEM ID κ
Online A 0.285
Online B 0.488
EHR 1 0.452
EHR 2 0.510
ave. 0.434

Table 20: The Fleiss’ kappa values for the pairwise evaluation results.
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Figure 15: The chronological evaluation results of JPO adequacy evaluation.
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Abstract

Neural machine translation (NMT), a new approach to machine translation, has achieved promis-
ing results comparable to those of traditional approaches such as statistical machine translation
(SMT). Despite its recent success, NMT cannot handle a larger vocabulary because training com-
plexity and decoding complexity proportionally increase with the number of target words. This
problem becomes even more serious when translating patent documents, which contain many
technical terms that are observed infrequently. In NMTs, words that are out of vocabulary are
represented by a single unknown token. In this paper, we propose a method that enables NMT
to translate patent sentences comprising a large vocabulary of technical terms. We train an NMT
system on bilingual data wherein technical terms are replaced with technical term tokens; this
allows it to translate most of the source sentences except technical terms. Further, we use it as
a decoder to translate source sentences with technical term tokens and replace the tokens with
technical term translations using SMT. We also use it to rerank the 1,000-best SMT translations
on the basis of the average of the SMT score and that of the NMT rescoring of the translated sen-
tences with technical term tokens. Our experiments on Japanese-Chinese patent sentences show
that the proposed NMT system achieves a substantial improvement of up to 3.1 BLEU points and
2.3 RIBES points over traditional SMT systems and an improvement of approximately 0.6 BLEU
points and 0.8 RIBES points over an equivalent NMT system without our proposed technique.

1 Introduction

Neural machine translation (NMT), a new approach to solving machine translation, has achieved promis-
ing results (Kalchbrenner and Blunsom, 2013; Sutskever et al., 2014; Cho et al., 2014; Bahdanau et al.,
2015; Jean et al., 2014; Luong et al., 2015a; Luong et al., 2015b). An NMT system builds a simple
large neural network that reads the entire input source sentence and generates an output translation. The
entire neural network is jointly trained to maximize the conditional probability of a correct translation
of a source sentence with a bilingual corpus. Although NMT offers many advantages over traditional
phrase-based approaches, such as a small memory footprint and simple decoder implementation, con-
ventional NMT is limited when it comes to larger vocabularies. This is because the training complexity
and decoding complexity proportionally increase with the number of target words. Words that are out
of vocabulary are represented by a single unknown token in translations, as illustrated in Figure 1. The
problem becomes more serious when translating patent documents, which contain several newly intro-
duced technical terms.
There have been a number of related studies that address the vocabulary limitation of NMT systems.

Jean el al. (2014) provided an efficient approximation to the softmax to accommodate a very large vocab-
ulary in an NMT system. Luong et al. (2015b) proposed annotating the occurrences of a target unknown
word token with positional information to track its alignments, after which they replace the tokens with
their translations using simple word dictionary lookup or identity copy. Li et al. (2016) proposed to re-
place out-of-vocabulary words with similar in-vocabulary words based on a similarity model learnt from
monolingual data. Sennrich et al. (2016) introduced an effective approach based on encoding rare and
unknown words as sequences of subword units. Luong and Manning (2016) provided a character-level
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Figure 1: Example of translation errors when translating patent sentences with technical terms using
NMT

and word-level hybrid NMTmodel to achieve an open vocabulary, and Costa-jussà and Fonollosa (2016)
proposed a NMT system based on character-based embeddings.
However, these previous approaches have limitations when translating patent sentences. This is be-

cause their methods only focus on addressing the problem of unknown words even though the words are
parts of technical terms. It is obvious that a technical term should be considered as one word that com-
prises components that always have different meanings and translations when they are used alone. An
example is shown in Figure1, wherein Japanese word “ ”(bridge) should be translated to Chinese
word “ ” when included in technical term “bridge interface”; however, it is always translated as “ ”.
In this paper, we propose a method that enables NMT to translate patent sentences with a large vocab-

ulary of technical terms. We use an NMT model similar to that used by Sutskever et al. (2014), which
uses a deep long short-term memories (LSTM) (Hochreiter and Schmidhuber, 1997) to encode the input
sentence and a separate deep LSTM to output the translation. We train the NMT model on a bilingual
corpus in which the technical terms are replaced with technical term tokens; this allows it to translate
most of the source sentences except technical terms. Similar to Sutskever et al. (2014), we use it as a
decoder to translate source sentences with technical term tokens and replace the tokens with technical
term translations using statistical machine translation (SMT). We also use it to rerank the 1,000-best
SMT translations on the basis of the average of the SMT and NMT scores of the translated sentences
that have been rescored with the technical term tokens. Our experiments on Japanese-Chinese patent
sentences show that our proposed NMT system achieves a substantial improvement of up to 3.1 BLEU
points and 2.3 RIBES points over a traditional SMT system and an improvement of approximately 0.6
BLEU points and 0.8 RIBES points over an equivalent NMT system without our proposed technique.

2 Japanese-Chinese Patent Documents

Japanese-Chinese parallel patent documents were collected from the Japanese patent documents pub-
lished by the Japanese Patent Office (JPO) during 2004-2012 and the Chinese patent documents pub-
lished by the State Intellectual Property Office of the People’s Republic of China (SIPO) during 2005-
2010. From the collected documents, we extracted 312,492 patent families, and the method of Utiyama
and Isahara (2007) was applied1 to the text of the extracted patent families to align the Japanese and
Chinese sentences. The Japanese sentences were segmented into a sequence of morphemes using the
Japanese morphological analyzer MeCab2 with the morpheme lexicon IPAdic,3 and the Chinese sen-
tences were segmented into a sequence of words using the Chinese morphological analyzer Stanford
Word Segment (Tseng et al., 2005) trained using the Chinese Penn Treebank. In this study, Japanese-
Chinese parallel patent sentence pairs were ordered in descending order of sentence-alignment score
and we used the topmost 2.8M pairs, whose Japanese sentences contain fewer than 40 morphemes and

1Herein, we used a Japanese-Chinese translation lexicon comprising around 170,000 Chinese entries.
2http://mecab.sourceforge.net/
3http://sourceforge.jp/projects/ipadic/
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Chinese sentences contain fewer than 40 words.4

3 Neural Machine Translation (NMT)

NMT uses a single neural network trained jointly to maximize the translation performance (Kalchbren-
ner and Blunsom, 2013; Sutskever et al., 2014; Cho et al., 2014; Bahdanau et al., 2015; Luong et al.,
2015a). Given a source sentence x = (x1, . . . , xN ) and target sentence y = (y1, . . . , yM ), an NMT
system uses a neural network to parameterize the conditional distributions

p(yl | y<l,x)

for 1 ≤ l ≤ M . Consequently, it becomes possible to compute and maximize the log probability of the
target sentence given the source sentence

log p(y | x) =
M∑
l=1

log p(yl|y<l,x) (1)

In this paper, we use an NMTmodel similar to that used by Sutskever et al. (2014). It uses two separate
deep LSTMs to encode the input sequence and output the translation. The encoder, which is implemented
as a recurrent neural network, reads the source sentence one word at a time and then encodes it into a
large vector that represents the entire source sentence. The decoder, another recurrent neural network,
generates a translation on the basis of the encoded vector one word at a time.
One important difference between our NMT model and the one used by Sutskever et al. (2014) is that

we added an attention mechanism. Recently, Bahdanau et al. (2015) proposed an attention mechanism,
a form of random access memory, to help NMT cope with long input sequences. Luong et al. (2015a)
proposed an attention mechanism for different scoring functions in order to compare the source and
target hidden states as well as different strategies for placing the attention. In this paper, we utilize the
attention mechanism proposed by Bahdanau et al. (2015), wherein each output target word is predicted
on the basis of not only a recurrent hidden state and the previously predicted word but also a context
vector computed as the weighted sum of the hidden states.

4 NMT with a Large Technical Term Vocabulary

4.1 NMT Training after Replacing Technical Term Pairs with Tokens
Figure 2 illustrates the procedure of the training model with parallel patent sentence pairs, wherein
technical terms are replaced with technical term tokens “TT1”, “TT2”, . . ..
In the step 1 of Figure 2, we align the Japanese technical terms, which are automatically extracted from

the Japanese sentences, with their Chinese translations in the Chinese sentences.5 Here, we introduce the
following two steps to identify technical term pairs in the bilingual Japanese-Chinese corpus:

1. According to the approach proposed by Dong et al. (2015), we identify Japanese-Chinese technical
term pairs using an SMT phrase translation table. Given a parallel sentence pair 〈SJ , SC〉 containing
a Japanese technical term tJ , the Chinese translation candidates collected from the phrase translation
table are matched against the Chinese sentence SC of the parallel sentence pair. Of those found in
SC , tC with the largest translation probability P (tC | tJ) is selected, and the bilingual technical
term pair 〈tJ , tC〉 is identified.

4In this paper, we focus on the task of translating patent sentences with a large vocabulary of technical terms using the NMT
system, where we ignore the translation task of patent sentences that are longer than 40 morphemes in Japanese side or longer
than 40 words in Chinese side.

5In this work, we approximately regard all the Japanese compound nouns as Japanese technical terms. These Japanese
compound nouns are automatically extracted by simply concatenating a sequence of morphemes whose parts of speech are
either nouns, prefixes, suffixes, unknown words, numbers, or alphabetical characters. Here, morpheme sequences starting
or ending with certain prefixes are inappropriate as Japanese technical terms and are excluded. The sequences that include
symbols or numbers are also excluded. In Chinese side, on the other hand, we regard Chinese translations of extracted Japanese
compound nouns as Chinese technical terms, where we do not regard other Chinese phrases as technical terms.
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Figure 2: NMT training after replacing technical term pairs with technical term tokens “TTi” (i =
1, 2, . . .)

2. For the Japanese technical terms whose Chinese translations are not included in the results of Step 1,
we then use an approach based on SMT word alignment. Given a parallel sentence pair 〈SJ , SC〉
containing a Japanese technical term tJ , a sequence of Chinese words is selected using SMT word
alignment, and we use the Chinese translation tC for the Japanese technical term tJ .6

As shown in the step 2 of Figure 2, in each of Japanese-Chinese parallel patent sentence pairs, oc-
currences of technical term pairs 〈t 1

J , t1C〉, 〈t2J , t2C〉, . . ., 〈tkJ , tkC〉 are then replaced with technical term
tokens 〈TT1, TT1〉, 〈TT2, TT2〉, . . ., 〈TTk, TTk〉. Technical term pairs 〈t1J , t1C〉, 〈t2J , t2C〉, . . ., 〈tkJ , tkC〉
are numbered in the order of occurrence of Japanese technical terms ti

J (i = 1, 2, . . . , k) in each Japanese
sentence SJ . Here, note that in all the parallel sentence pairs 〈SJ , SC〉, technical term tokens “TT1”,
“TT2”, . . . that are identical throughout all the parallel sentence pairs are used in this procedure. There-
fore, for example, in all the Japanese patent sentences SJ , the Japanese technical term t 1

J which appears
earlier than other Japanese technical terms in SJ is replaced with TT1. We then train the NMT system
on a bilingual corpus, in which the technical term pairs is replaced by “TTi” (i = 1, 2, . . .) tokens, and
obtain an NMT model in which the technical terms are represented as technical term tokens.7

4.2 NMT Decoding and SMT Technical Term Translation
Figure 3 illustrates the procedure for producing Chinese translations via decoding the Japanese sentence
using the method proposed in this paper. In the step 1 of Figure 3, when given an input Japanese sentence,
we first automatically extract the technical terms and replace them with the technical term tokens “TTi”
(i = 1, 2, . . .). Consequently, we have an input sentence in which the technical term tokens “TTi”
(i = 1, 2, . . .) represent the positions of the technical terms and a list of extracted Japanese technical
terms. Next, as shown in the step 2-N of Figure 3, the source Japanese sentence with technical term
tokens is translated using the NMT model trained according to the procedure described in Section 4.1,
whereas the extracted Japanese technical terms are translated using an SMT phrase translation table in
the step 2-S of Figure 3.8 Finally, in the step 3, we replace the technical term tokens “TTi” (i = 1, 2, . . .)

6We discard discontinuous sequences and only use continuous ones.
7We treat the NMT system as a black box, and the strategy we present in this paper could be applied to any NMT system

(Kalchbrenner and Blunsom, 2013; Sutskever et al., 2014; Cho et al., 2014; Bahdanau et al., 2015; Luong et al., 2015a).
8We use the translation with the highest probability in the phrase translation table. When an input Japanese technical term

has multiple translations with the same highest probability or has no translation in the phrase translation table, we apply a
compositional translation generation approach, wherein Chinese translation is generated compositionally from the constituents
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Figure 3: NMT decoding with technical term tokens “TTi” (i = 1, 2, . . .) and SMT technical term
translation

of the sentence translation with SMT the technical term translations.

4.3 NMT Rescoring of 1,000-best SMT Translations

As shown in the step 1 of Figure 4, similar to the approach of NMT rescoring provided in Sutskever et
al.(2014), we first obtain 1,000-best translation list of the given Japanese sentence using the SMT system.
Next, in the step 2, we then replace the technical terms in the translation sentences with technical term
tokens “TTi” (i = 1, 2, 3, . . .), which must be the same with the tokens of their source Japanese technical
terms in the input Japanese sentence. The technique used for aligning Japanese technical terms with their
Chinese translations is the same as that described in Section 4.1. In the step 3 of Figure 4, the 1,000-
best translations, in which technical terms are represented as tokens, are rescored using the NMT model
trained according to the procedure described in Section 4.1. Given a Japanese sentence SJ and its 1,000-
best Chinese translations S n

C (n = 1, 2, . . . , 1, 000) translated by the SMT system, NMT score of each
translation sentence pair 〈SJ , Sn

C〉 is computed as the log probability log p(Sn
C | SJ) of Equation (1).

Finally, we rerank the 1,000-best translation list on the basis of the average SMT and NMT scores and
output the translation with the highest final score.

5 Evaluation

5.1 Training and Test Sets

We evaluated the effectiveness of the proposed NMT system in translating the Japanese-Chinese parallel
patent sentences described in Section 2. Among the 2.8M parallel sentence pairs, we randomly extracted
1,000 sentence pairs for the test set and 1,000 sentence pairs for the development set; the remaining
sentence pairs were used for the training set.
According to the procedure of Section 4.1, from the Japanese-Chinese sentence pairs of the training

set, we collected 6.5M occurrences of technical term pairs, which are 1.3M types of technical term pairs
with 800K unique types of Japanese technical terms and 1.0M unique types of Chinese technical terms.
of Japanese technical terms.
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Figure 4: NMT rescoring of 1,000-best SMT translations with technical term tokens “TTi” (i = 1, 2, . . .)

Out of the total 6.5M occurrences of technical term pairs, 6.2M were replaced with technical term tokens
using the phrase translation table, while the remaining 300K were replaced with technical term tokens
using the word alignment.9 We limited both the Japanese vocabulary (the source language) and the
Chinese vocabulary (the target language) to 40K most frequently used words.
Within the total 1,000 Japanese patent sentences in the test set, 2,244 occurrences of Japanese technical

terms were identified, which correspond to 1,857 types.

5.2 Training Details

For the training of the SMT model, including the word alignment and the phrase translation table, we
used Moses (Koehn et al., 2007), a toolkit for a phrase-based SMT models.
For the training of the NMT model, our training procedure and hyperparameter choices were similar

to those of Sutskever et al. (2014). We used a deep LSTM neural network comprising three layers, with
512 cells in each layer, and a 512-dimensional word embedding. Similar to Sutskever et al. (2014), we
reversed the words in the source sentences and ensure that all sentences in a minibatch are roughly the
same length. Further training details are given below:

• All of the LSTM’s parameter were initialized with a uniform distribution ranging between -0.06 and
0.06.

• We set the size of a minibatch to 128.

• We used the stochastic gradient descent, beginning at a learning rate of 0.5. We computed the
perplexity of the development set using the currently produced NMT model after every 1,500 mini-
batches were trained and multiplied the learning rate by 0.99 when the perplexity did not decrease
with respect to the last three perplexities. We trained our model for a total of 10 epoches.

• Similar to Sutskever et al. (2014), we rescaled the normalized gradient to ensure that its norm does
not exceed 5.

9There are also Japanese technical terms (3% of all the extracted terms) for which Chinese translations can be identified
using neither the SMT phrase translation table nor the SMT word alignment.
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Table 1: Automatic evaluation results

System

NMT decoding and
SMT technical term

translation

NMT rescoring of
1,000-best SMT
translations

BLEU RIBES BLEU RIBES
Baseline SMT (Koehn et al., 2007) 52.5 88.5 - -
Baseline NMT 53.5 90.0 55.0 89.1
NMT with technical term translation by SMT 55.3 90.8 55.6 89.3

Table 2: Human evaluation results (the score of pairwise evaluation ranges from −100 to 100 and the
score of JPO adequacy evaluation ranges from 1 to 5)

System

NMT decoding and
SMT technical term

translation

NMT rescoring of
1,000-best SMT
translations

pairwise
evaluation

JPO
adequacy
evaluation

pairwise
evaluation

JPO
adequacy
evaluation

Baseline SMT (Koehn et al., 2007) - 3.5 - -
Baseline NMT 5.0 3.8 28.5 4.1
NMT with technical term translation by SMT 36.5 4.3 31.0 4.1

We implement the NMT system using TensorFlow,10 an open source library for numerical computation.
The training time was around two days when using the described parameters on an 1-GPU machine.

5.3 Evaluation Results

We calculated automatic evaluation scores for the translation results using two popular metrics:
BLEU (Papineni et al., 2002) and RIBES (Isozaki et al., 2010). As shown in Table 1, we report the
evaluation scores, on the basis of the translations by Moses (Koehn et al., 2007), as the baseline SMT11
and the scores based on translations produced by the equivalent NMT system without our proposed ap-
proach as the baseline NMT. As shown in Table 1, the two versions of the proposed NMT systems clearly
improve the translation quality when compared with the baselines. When compared with the baseline
SMT, the performance gain of the proposed system is approximately 3.1 BLEU points if translations are
produced by the proposed NMT system of Section 4.3 or 2.3 RIBES points if translations are produced
by the proposed NMT system of Section 4.2. When compared with the result of decoding with the base-
line NMT, the proposed NMT system of Section 4.2 achieved performance gains of 0.8 RIBES points.
When compared with the result of reranking with the baseline NMT, the proposed NMT system of Sec-
tion 4.3 can still achieve performance gains of 0.6 BLEU points. Moreover, when the output translations
produced by NMT decoding and SMT technical term translation described in Section 4.2 with the output
translations produced by decoding with the baseline NMT, the number of unknown tokens included in
output translations reduced from 191 to 92. About 90% of remaining unknown tokens correspond to
numbers, English words, abbreviations, and symbols.12
In this study, we also conducted two types of human evaluation according to the work of Nakazawa

et al. (2015): pairwise evaluation and JPO adequacy evaluation. During the procedure of pairwise eval-
10https://www.tensorflow.org/
11We train the SMT system on the same training set and tune it with development set.
12In addition to the two versions of the proposed NMT systems presented in Section 4, we evaluated a modified version of

the propsed NMT system, where we introduce another type of token corresponding to unknown compound nouns and integrate
this type of token with the technical term token in the procedure of training the NMT model. We achieved a slightly improved
translation performance, BLEU/RIBES scores of 55.6/90.9 for the proposed NMT system of Section 4.2 and those of 55.7/89.5
for the proposed NMT system of Section 4.3.
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Figure 5: Example of correct translations produced by the proposed NMT system with SMT technical
term translation (compared with baseline SMT)

uation, we compare each of translations produced by the baseline SMT with that produced by the two
versions of the proposed NMT systems, and judge which translation is better, or whether they are with
comparable quality. The score of pairwise evaluation is defined by the following formula, where W
is the number of better translations compared to the baseline SMT, L the number of worse translations
compared to the baseline SMT, and T the number of translations having their quality comparable to those
produced by the baseline SMT:

score = 100 × W − L

W + L + T

The score of pairwise evaluation ranges from −100 to 100. In the JPO adequacy evaluation, Chinese
translations are evaluated according to the quality evaluation criterion for translated patent documents
proposed by the Japanese Patent Office (JPO).13 The JPO adequacy criterion judges whether or not the
technical factors and their relationships included in Japanese patent sentences are correctly translated into
Chinese, and score Chinese translations on the basis of the percentage of correctly translated information,
where the score of 5 means all of those information are translated correctly, while that of 1 means most
of those information are not translated correctly. The score of the JPO adequacy evaluation is defined
as the average over the whole test sentences. Unlike the study conducted Nakazawa et al. (Nakazawa
et al., 2015), we randomly selected 200 sentence pairs from the test set for human evaluation, and both
human evaluations were conducted using only one judgement. Table 2 shows the results of the human
evaluation for the baseline SMT, the baseline NMT, and the proposed NMT system. We observed that
the proposed system achieved the best performance for both pairwise evaluation and JPO adequacy
evaluation when we replaced technical term tokens with SMT technical term translations after decoding
the source sentence with technical term tokens.
Throughout Figure 5∼Figure 7, we show an identical source Japanese sentence and each of its transla-

tions produced by the two versions of the proposed NMT systems, compared with translations produced
by the three baselines, respectively. Figure 5 shows an example of correct translation produced by the
proposed system in comparison to that produced by the baseline SMT. In this example, our model cor-
rectly translates the Japanese sentence into Chinese, whereas the translation by the baseline SMT is a
translation error with several erroneous syntactic structures. As shown in Figure 6, the second example
highlights that the proposed NMT system of Section 4.2 can correctly translate the Japanese technical
term “ ”(laminated wafer) to the Chinese technical term “ ”. The translation by the
baseline NMT is a translation error because of not only the erroneously translated unknown token but
also the Chinese word “ ”, which is not appropriate as a component of a Chinese technical term.
Another example is shown in Figure 7, where we compare the translation of a reranking SMT 1,000-best

13https://www.jpo.go.jp/shiryou/toushin/chousa/pdf/tokkyohonyaku_hyouka/01.pdf (in
Japanese)
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Figure 6: Example of correct translations produced by the proposed NMT system with SMT technical
term translation (compared to decoding with the baseline NMT)

Figure 7: Example of correct translations produced by reranking the 1,000-best SMT translations with
the proposed NMT system (compared to reranking with the baseline NMT)

translation produced by the proposed NMT system with that produced by reranking with the baseline
NMT. It is interesting to observe that compared with the baseline NMT, we obtain a better translation
when we rerank the 1,000-best SMT translations using the proposed NMT system, in which technical
term tokens represent technical terms. It is mainly because the correct Chinese translation “ ”(wafter)
of Japanese word “ ” is out of the 40K NMT vocabulary (Chinese), causing reranking with the
baseline NMT to produce the translation with an erroneous construction of “noun phrase of noun phrase
of noun phrase”. As shown in Figure 7, the proposed NMT system of Section 4.3 produced the translation
with a correct construction, mainly because Chinese word “ ”(wafter) is a part of Chinese technical
term “ ”(laminated wafter) and is replaced with a technical term token and then rescored by the
NMT model (with technical term tokens “TT1”, “TT2”, . . .).

6 Conclusion

In this paper, we proposed an NMT method capable of translating patent sentences with a large vocab-
ulary of technical terms. We trained an NMT system on a bilingual corpus, wherein technical terms are
replaced with technical term tokens; this allows it to translate most of the source sentences except the
technical terms. Similar to Sutskever et al. (2014), we used it as a decoder to translate the source sen-
tences with technical term tokens and replace the tokens with technical terms translated using SMT. We
also used it to rerank the 1,000-best SMT translations on the basis of the average of the SMT score and
that of NMT rescoring of translated sentences with technical term tokens. For the translation of Japanese
patent sentences, we observed that our proposed NMT system performs better than the phrase-based
SMT system as well as the equivalent NMT system without our proposed approach.
One of our important future works is to evaluate our proposed method in the NMT system proposed
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by Bahdanau et al. (2015), which introduced a bidirectional recurrent neural network as encoder and is
the state-of-the-art of pure NMT system recently. However, the NMT system proposed by Bahdanau et
al. (2015) also has a limitation in addressing out-of-vocabulary words. Our proposed NMT system is
expected to improve the translation performance of patent sentences by applying approach of Bahdanau
et al. (2015). Another important future work is to quantitatively compare our study with the work of
Luong et al. (2015b). In the work of Luong et al. (2015b), they replace low frequency single words
and translate them in a post-processing Step using a dictionary, while we propose to replace the whole
technical terms and post-translate them with phrase translation table of SMT system. Therefore, our
proposed NMT system is expected to be appropriate to translate patent documents which contain many
technical terms comprised of multiple words and should be translated together. We will also evaluate the
present study by reranking the n-best translations produced by the proposed NMT system on the basis
of their SMT rescoring. Next, we will rerank translations from both the n-best SMT translations and
n-best NMT translations. As shown in Section 5.3, the decoding approach of our proposed NMT system
achieved the best RIBES performance and human evaluation scores in our experiments, whereas the
reranking approach achieved the best performance with respect to BLEU. A translation with the highest
average SMT and NMT scores of the n-best translations produced by NMT and SMT, respectively, is
expected to be an effective translation.
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Abstract

Concomitant with the globalization of food culture, demand for the recipes of specialty dishes
has been increasing. The recent growth in recipe sharing websites and food blogs has resulted
in numerous recipe texts being available for diverse foods in various languages. However, little
work has been done on machine translation of recipe texts. In this paper, we address the task
of translating recipes and investigate the advantages and disadvantages of traditional phrase-
based statistical machine translation and more recent neural machine translation. Specifically,
we translate Japanese recipes into English, analyze errors in the translated recipes, and discuss
available room for improvements.

1 Introduction

In recent years, an increasing amount of recipe data has become available on the web. For example, as
of September 2016, more than 2.45 million recipes are available on cookpad, 1 million on Yummly, and
0.3 million on Allrecipes, to name a few. These recipes are from all over the world, and are written in
various languages, including English and Japanese. However, language barriers may prevent the users
from discovering recipes of local specialities.

Many researchers have focused on various tasks such as recipe analysis (Maeta et al., 2015), infor-
mation retrieval (Yasukawa et al., 2014), summarization (Yamakata et al., 2013), and recommenda-
tion (Forbes and Zhu, 2011). However, to date, little work has been done on machine translation of
recipe texts. In particular, Japanese foods are gaining popularity because they are considered healthy.
We believe that many people would be able to use cooking recipes currently available only in Japanese
if those Japanese recipes were translated into other languages.

In this study, we translated recipes via machine translation and investigated the advantages and dis-
advantages of machine translation in the recipe domain. First, we translated Japanese recipes into En-
glish using phrase-based statistical machine translation (PBSMT) and neural machine translation (NMT).
Then, we classified translation errors into several categories in accordance with Multidimensional Qual-
ity Metrics (MQM) (Burchardt and Lommel, 2014). Finally, we analyzed the classified errors and dis-
cussed how to mitigate them.

2 Recipe Parallel Corpus

As described in the previous section, we focused on translating Japanese recipe texts into English, be-
cause almost all of the recipe texts on cookpad, which is one of the largest recipe sharing services in the
world, are written in Japanese. We used a Japanese-English parallel corpus provided by Cookpad Inc.
that includes 16, 283 recipes. Each recipe mainly consists of a title, ingredients, and steps. Examples of
a title, an ingredient, and a step are shown in Table 1.1 Unlike general parallel corpora, a translation pair
of a step does not always consist of one parallel sentence. Examples of step texts in Table 1 show the
case where there are two sentences in the translation pair.

1In this paper, we use the abbreviation of the cases: NOM (nominative), ACC (accusative), and TOP (topic marker).
This work is licenced under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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Table 1: Examples of title, ingredient and step.
Title 簡単シンプル !ふわふわ卵 のオムライス

easy simple ! fluffy egg of omurice
Easy and Simple Fluffy Omurice

Ingredient ご飯 (冷やご飯でも可 )
rice ( cold rice also available )
Rice (or cold rice)

Step ケチャップと ソースを 混ぜ合わせます . 味見しながら比率は 調節 してください .
ketchup and sauce ACC mix . taste while ratio TOP adjust please .
Mix the ketchup and Japanese Worcestershire-style sauce. Taste and adjust the ratio.

Table 2: Number of sentences and words in each field.
Language Title Ingredient Step Total

sentence 16, 170 131, 938 124, 771 272, 879
word Japanese 115, 336 322, 529 1, 830, 209 2, 268, 074

English 100, 796 361, 931 1, 932, 636 2, 395, 363

These translation pairs were collected through the following two processes: translation and modifica-
tion. First, a Japanese native speaker fluent in English translated Japanese recipes into English. Then, two
native English speakers checked the translation and modified it as necessary. Note that the participants
in these two processes were familiar with cooking.

We adopted the following three preprocessing procedures to this corpus in order to easily handle it.
First, each Japanese text and its English translation in steps were split into sentences by a period. We used
sentences that met the following conditions in our experiments: (1) the number of the split sentences in
Japanese is the same as that in English or (2) there are exactly one Japanese and two English sentences.
In the sentences in English that met the second condition, the first period was changed into ‘, and’ to join
two English sentences. This preprocessing excluded 25, 654 texts where there were 59, 282 Japanese
step sentences and 57, 016 English step sentences. Second, we excluded sentence pairs where the longer
sentence is more than two times longer than the other. This process is necessary because some English
sentences were translated as simple expressions, and hence the ratio of the length of the sentence pairs
was sometimes large. An example is shown below.

(1) 関西の
kansai-style

お店の
restaurant

味
taste

!
!
我が家の
my own home

お好み焼き
okonomiyaki

．
.

kansai-style okonomiyaki .

Third, sentences that contain more than 40 words were excluded from our experiments. Table 2 shows
the number of sentences and words in each field after preprocessing. The size of the Japanese vocabulary
was 23, 519, while that of the English vocabulary was 17, 307.

After prepossessing, we randomly chose 100 recipes as a development set (1, 706 sentences) and 100
recipes as a test set (1, 647 sentences). The former was used to tune our translation models, while the
latter was used to analyze translation errors and to evaluate the translation models.

3 Machine Translation Methods

We used two methods in our experiments: PBSMT and NMT. The former has been widely accepted as
one of the bases of machine translation systems that we generally use, whereas the latter has been gaining
great attention in research community because of its fluency and simplicity.

PBSMT obtains a language model and a translation model (phrase table) from a parallel corpus and
translates sentences based on these models (Koehn et al., 2003). The method achieves good performance
on any language pair consisting of languages whose word orders are similar to each other, as in the case
of English and French. Conversely, it performs poorly when the word orders of the languages differ, as in
the case of English and Japanese. In addition, PBSMT often generates ungrammatical sentences because
it does not consider syntactic information.
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NMT embeds each source word into a d-dimensional vector and generates a target sentence from the
vectors (Sutskever et al., 2014). Even though the method does not use any syntactic information, it can
generate grammatical sentences. However, due to the execution time it requires, NMT generally limits
the size of the vocabulary for a target language. Therefore, compared with PBSMT, which can handle
many phrases in the target language, NMT has a disadvantage in that it cannot generate low frequent
words. The method also has the disadvantage that it often generates target words that do not correspond
to any words in the source sentences (Tu et al., 2016).

The setting for each method in this study was as follows. We used the parallel corpus described in
Section 2 as our corpus, Moses (ver.2.1.1) (Koehn et al., 2007) as the PBSMT method, and conducted
Japanese word segmentation using MeCab (Kudo et al., 2004) with IPADIC (ver.2.7.0) as the dictionary.
Word alignment was obtained by running Giza++. The language model was learned with the English
side of the recipe corpus using KenLM (Heafield, 2011) with 5-gram. Other resources in English were
not used for training the language model because the style of recipe texts is different from general corpus
in that it contains many noun phrases in title and ingredient, and many imperatives in step. The size of
the phrase table was approximately 3 million pairs, and we used the development set to tune the weights
for all features by minimum error rate training (MERT) (Och, 2003). We used the default parameter 6
for the distortion limit.

We reimplemented the NMT model in accordance with (Bahdanau et al., 2015). Note that we
used long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997) instead of gated recurrent
unit (Cho et al., 2014) for each recurrent neural network (RNN) unit of the model. The model had
512-dimensional word embeddings and 512-dimensional hidden units with one layer LSTM. We set the
vocabulary size of the model to 30, 000, and we did not perform any unknown word processing during
training. Adagrad (Duchi et al., 2011) was used with the initial learning rate of 0.01 as an optimization
method. The initial values for word embeddings on both sides were obtained by training word2vec2

with default setting because better results were shown in our preliminary experiments. The initial word
embeddings on the source side were learned with a raw Japanese recipe corpus (Harashima et al., 2016)
consisting of approximately 13 million step sentences. Conversely, initial word embeddings on the target
side were learned with approximately 120, 000 English step sentences included in the parallel corpus.
Title sentences were not used for learning because they were often written with free expression largely
different depending on each recipe. Ingredient sentences were also not used because most of them con-
sisted of a few words. The batch size was set to 64 and the number of epochs was set to 10. We selected
the model that gave the highest BLEU score in the development set for testing. Beam search for decoding
in NMT was not carried out. When testing, the output length was set up to 40 words.

Each output was evaluated via two metrics: bilingual evaluation understudy (BLEU) (Papineni et al.,
2002) score and rank-based intuitive bilingual evaluation score (RIBES) (Isozaki et al., 2010). BLEU is
more sensitive to word agreement than RIBES, whereas RIBES is more sensitive to word order evalua-
tion. We set two hyper-parameters for RIBES: α was 0.25 and β was 0.10.

4 Error Classification of Recipe Translation

We conducted blackbox analysis on the outputs of PBSMT and NMT. Blackbox analysis is a type of
analysis that does not take into account how translation output is obtained. The error classification used
for this analysis is based on the MQM ANNOTATION DECISION TREE (Burchardt and Lommel, 2014)
because it makes the classification of each error more consistent. The method classifies each error by
following a decision tree where each node asks a Yes/No question. If the question is answered with a
‘Yes’, the corresponding text span is classified as the error specified by the tree node. When a text span
is classified as an error at higher priority, that part is not classified as other errors. The same process
continues until the lowest priority error is checked.

The error classification defined in MQM is roughly divided into two parts: Accuracy and Fluency.
Accuracy addresses the extent to which the target text accurately renders the meaning of the source text.
It is usually called ‘Adequacy’ in the literature. Fluency relates to the monolingual qualities of the target

2https://radimrehurek.com/gensim/models/word2vec.html
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text. In this section, we explain the fine classification of accuracy and fluency metrics in detail and
describe how to classify and analyze the errors.

4.1 Accuracy

In terms of accuracy, MQM defines (1) Omission, (2) Untranslated, (3) Addition, (4) Terminology, (5)
Mistranslation and (6) General. In this study, we adapted the MQM ANNOTATION DECISION TREE
to recipe translation to classify each error. We modified the original MQM ANNOTATION DECISION
TREE in three different ways. First, we divided mistranslation errors into substitution and word order
and considered them independently. This is because the tendency of substitution and word order is so
different in a distant language pair such as Japanese and English that the difference should be reflected.
Second, we defined a new order to classify each error, in which substitution and word order are given
the highest priority. This makes the classification of substitution easy, especially for NMT, which some-
times outputs completely different target words from source sentences. Third, we excluded terminology
because terminology-related errors do not occur when only a single domain, such as food recipes, is
considered. Therefore, in this study, the following fine classification was applied: (1) Substitution, (2)
Word order, (3) Omission, (4) Untranslated, (5) Addition, (6) General. Here, we explain the definition of
each error classification with examples.

Accuracy (Substitution) The target content does not represent the source content owing to inappro-
priate words. In the following example, ‘Heat’ is used for ‘割る’ (break).

(2) 卵
egg
を
ACC

割る
break

．
.

Heat an egg .

Accuracy (Word order) The target content does not represent the source content owing to inappropri-
ate word positions. In the following example, ‘from step 1’ should be placed after ‘into a bowl .’.

(3) 1の
1 from

器
bowl

に
into
レタス
lettuce

を
ACC

入れる
add

．
.

Add the lettuce from step 1 into a bowl .

Accuracy (Omission) Content in the source sentence is missing from the translation. In the following
example, the translation does not contain a word for ‘はちみつ’ (honey).

(4) はちみつ
honey

生地
dough

は
ACC

1次
first

発酵
fermenatation

まで
until

済ませる
finish

．
.

Make the dough until the first rising .

Accuracy (Untranslated) Source words have been left untranslated. From the following example, it
can be seen that there is an untranslated word ‘狭い’ (narrow).

(5) 長さ
length

を
ACC

整え
adjust

,
,
幅
width

の
NOM

狭いほう
narrow

で
with

カットする
cut

．
.

Adjust the length , and cut the狭い into it .

Accuracy (Addition) The translation includes words or phrases that are not present in the source
sentence. In the following example, ‘red’ and ‘into a pot’ should not have been added.

(6) ソース
sauce

を
ACC

加える
add

．
.

Add the red sauce into a pot .
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Accuracy (General) It is applied when the translation error is difficult to classify into a certain cat-
egory in terms of accuracy. The number of errors is counted by phrases in the source that are not
represented in the target. In the following example, there are four errors.

(7) 出来上がった
finished

時に
when

倒れない
fall not

ためです
for

．
.

It will be hard to cover the cake .

4.2 Fluency
In terms of fluency, MQM defines (1) Word order, (2) Word form, (3) Function words, (4) Grammar
general, (5) Fluency general. Here, we explain the definition of each error classes with examples.

Grammar (Word order) The word order is incorrect. In the following example, the position of the
word ‘place’ is incorrect and is considered to be before the word ‘parts’. The number of errors equals
the number of content words at wrong positions.

(8) Parts of the face , place on a baking sheet .

Grammar (Word form) The wrong form of a word is used. The following example includes one error
because ‘uses’ is incorrect.

(9) I uses the dough for step 4 .

Grammar (Function Words) This is a misuse of function words such as preposition, particle, and
pronoun. From the following example, it can be seen that the function word ‘to’ is unnecessary.

(10) It ’s finished to .

Grammar (General) In addition to the errors identified above, there are other grammatical errors such
as insertion and omission of unnecessary content words. In the following example, there is not a verb.

(11) The honey dough for the first rising .

Fluency (General) Even when a sentence is grammatically correct, it may have some issues in terms
of fluency. The sentence used as the example of this category is unintelligible because of the phrase ‘from
the cake’. For each unintelligible phrase, we count content words in it as errors (in this case, ‘cake’ and
‘future.’).

(12) I was going to be taken from the cake in the future .

5 Results and Discussion

We translated Japanese sentences in the corpus described in Section 2 into English sentences following
the procedure described in Section 3. We then evaluated the outputs with automatic evaluation metrics,
BLEU and RIBES. Finally, we discussed the results for each type of sentence, title, ingredient, and step.
The outputs were also analyzed following the error classification procedure outlined in Section 4. Note
that all the recipes in the test set were used for the automatic evaluation and 25 recipes randomly chosen
from the test set were used for error analysis.

5.1 Automatic Evaluation
The results obtained following automatic evaluation by BLEU and RIBES are shown in Table 3.

Title is represented with a relatively large vocabulary and free expression largely different depending
on each recipe. In other words, it includes low frequent expressions. The percentage of the number of
sentences for which title accounts is very low compared with ingredient and step as shown in Table 2.
Hence, the translation of title is more difficult than that of ingredient and step owing to data sparsity.
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Table 3: Automatic evaluation BLEU/RIBES results.
Method Title Ingredient Step Total
PBSMT 22.15 / 61.85 56.10 / 90.03 25.37 / 74.98 28.09 / 81.72
NMT 19.68 / 61.49 55.75 / 89.70 25.68 / 77.84 28.01 / 82.79

Table 4: Number of accuracy errors in 25 recipes.
Method Substitution Word order Omission Untranslated Addition General Total
PBSMT 49 (11.0%) 98 (21.9%) 139 (31.1%) 23 (5.1%) 95 (21.3%) 43 (9.6%) 447
NMT 102 (19.2%) 20 (3.8%) 176 (33.1%) 0 (0.0%) 114 (21.5%) 119 (22.4%) 531

PBSMT shows better performance for title translation than NMT both in BLEU and RIBES, because it is
possible for PBSMT to partially translate title using the phrase table created from infrequent expressions.
On the other hand, some NMT outputs are very short and do not include any word that corresponds to
any source words. It resulted in poor performance of BLEU.

Ingredient has very short sentences, with an average length of 3.0 words. In addition, there are not
many translation candidates for each ingredient. Consequently, the BLEU and RIBES scores for both
methods are very high. Although the margin between PBSMT and NMT is small, PBSMT exhibited
better performance in both metrics. Translating the names of ingredients was similar to translation using
a dictionary, at which PBSMT is better.

In the translation of step, NMT shows better performance than PBSMT in BLEU and RIBES. When
several nouns are enumerated, the reordering distance tends to be long because the target sentence is usu-
ally written in imperative form. However, it appears that NMT does not have any difficulty in translating
such sentences. This is because NMT is good at modeling long dependencies owing to the use of RNN.
There is also a case where omission occurs in a source sentence and zero-anaphora and/or coreference
resolution will be required to generate the omitted word in a target sentence. It appears difficult for both
methods to output a word for the omitted word but NMT tended to estimate more words than PBSMT.

Finally, let us look at the results for RIBES. It is possible that RIBES is a metric that can be higher for
NMT than for PBSMT. NMT tends to output shorter sentences than the references. Conversely, PBSMT
does not output sentences that are as short as those of NMT because it ensures that all the source phrases
are translated. However, the default parameter of RIBES optimized for patent translation (Isozaki et al.,
2010) does not significantly penalize omission errors that frequently occur in NMT. Instead, it penalizes
substitution errors and word order errors, which are abundant in PBSMT. This suggests that we need to
investigate a better evaluation metric for assessing the quality of NMT.

5.2 Error Analysis

5.2.1 Accuracy

The number of accuracy errors is shown in Table 4. Compared with NMT, PBSMT has many errors re-
lated to the word order. In general, PBSMT exhibits poor results against syntactically different language
pairs because reordering words is difficult in such cases. As the sentence length becomes longer, word
order errors increase, because reordering words becomes more difficult. The majority of the corpus used
in this study comprised short sentences, especially for title and ingredient. Ingredient sentences are very
short and title sentences are relatively short. The average length of step sentences is also not so long, and
is 14.0 words in Japanese and 15.0 words in English. However, many steps are written in imperative or-
der form in English. Consequently, even when the sentence length is short, inevitably a word order error
occurs because word reordering frequently occurs in the case of long distances. The example below is a
part of a sentence in which some ingredients are enumerated; thus, PBSMT has difficulty in reordering
word positions.
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(13) 4
4
の
from

鍋
pan
に
to

1の
1 from

ブリ
amberjack

＆
and

3の
3 from

大根
daikon radish

＆
and
しいたけ
shiitake mashrooms

＆
and
生姜
ginger

を
ACC

入れ
add

，
,

PBSMT: Amberjack and daikon radish and shiitake mushrooms , and add the ginger from step 1
to the pan from step 3

This error is frequently seen because the names of ingredients often appear in steps. It appears that the
solution in order for PBSMT to handle these errors requires a translation model with a syntactic rule such
as a constituent structure or dependency structure.

On the other hand, NMT has many more errors in terms of substitution than with PBSMT. In substi-
tution, there were errors in which the meanings of the source word and the target word were not similar
at all. For example, ‘sweet potato’ was output as the translated word for ‘キャベツ’ (cabbage). To solve
this problem, the use of lexicon probability obtained from a phrase table or a dictionary is considered
promising for the NMT model (Arthur et al., 2016).

There were many omission errors and addition errors in both PBSMT and NMT. In particular, omission
errors account for a large percentage in both methods. The following example shows that omission errors
or addition errors occur in either, or both methods.

(14) ホームベーカリー
bread maker

の
of
生地作りコース
dough setting

で
with

生地
dough

を
ACC

作る
make.

．

PBSMT: Make the dough in the bread maker to make the dough.
NMT: Make the dough using the dough setting.
Reference: Use the bread dough function on the bread maker to make the bread dough.

In terms of omission or addition errors, PBSMT and NMT output errors occur in the same sentences
although the error positions are different. In the example above, omission of ‘生地作りコース’ (dough
setting) and addition of ‘to make’ and ‘the dough’ are seen in the PBSMT output. On the other hand,
NMT omits the translation of ‘ホーム ベーカリー の’ (on the bread maker). Thus, it appears that
sentences in which machine translation output errors occur in both methods are somewhat similar.

Addition is seen in a sentence where an object in Japanese is omitted. Recipe steps in Japanese tend
to omit words that have already appeared in the same recipe. In the translation of such sentences, some
words should be inserted in the target sentence. An example is given below.

(15) 紙
paper

に
in
包んで
wrap

，
,

NMT: Wrap the cake in the cake paper,
Reference: Wrap the cakes in parchment paper,

This sentence does not contain the source word that corresponds to ‘the cake‘, but the word exists in the
reference. NMT succeeded in generating ‘the cake’ in this example. However, in general, performing
zero-anaphora resolution for inter-sentential arguments is difficult. NMT is more promising than PBSMT
in terms of modeling of long dependency to estimate omitted arguments. It appears important to take
into account the ingredients used or the order in which actions are completed in the flow of the recipe.

Although ‘untranslated’ is considered an error that occurs only in PBSMT, the ratio proves to be very
low. The corpus used in this study did not have a large vocabulary; therefore, the words that appeared in
the training dataset include almost all of the words in the test set. Therefore, untranslated errors rarely
occurred in this dataset.

5.2.2 Fluency
The number of fluency errors is shown in Table 5. Word order errors appear to have occurred for the
same reason as word order errors that adversely affect accuracy.

Few word form errors were seen in both methods. There was little ambiguity in tense, because title and
ingredient are mostly noun phrases, and most of the steps are written in imperative form. In addition,
disagreement between subject and verb or that of tense rarely occurred, because most of the subjects
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Table 5: Number of fluency errors in 25 recipes.
Grammar Fluency

Method Word order Word form Function words General General Total
PBSMT 18 (14.0%) 2 (1.6%) 24 (18.6%) 73 (56.9%) 12 (9.3%) 129
NMT 4 (4.8%) 1 (1.2%) 6 (7.2%) 17 (20.5%) 55 (66.3%) 83

corresponded to ingredients, which are expressed in third person singular.

More function word errors were seen in PBSMT than in NMT. The main class of word error encoun-
tered was the addition of an unnecessary function word. The reason for this appears to be the noise in the
phrase extraction process when creating a phrase table. Output consisting of phrases with noise can be
avoided by taking syntactic constraints into account. In the following example, ‘in’ is an inappropriate
word:

(16) PBSMT: Remove the sinew from the chicken tenders and fold in lightly .

The errors in grammar in general were mainly errors related to a content word. In particular, omission
and addition of a noun and a verb are observed in many outputs. This appears to have the same cause as
function word errors. The following example shows the omission of a verb:

(17) PBSMT: Basic chiffon cake milk to make the dough .

The output of NMT has many unintelligible sentences that are classified under fluency general. NMT
outputs a few grammar-related errors, such as word order, function word, and grammar general. Repeti-
tion of the same word and phrase were commonly seen in NMT but never in PBSMT.

(18) NMT: leave to steam for about 2 hours , and open the pot , and open the pot .

6 Related Work

In machine translation in the recipe domain, solving zero-anaphora analysis problems appears to be es-
sential because some of step sentences have an order relationship in which reference is made to words
that have previously appeared, especially ingredients with zero pronouns. In other words, better transla-
tion performance can be obtained if ingredients in the flow of the recipe are correctly detected. Mori et
al. (2014) annotated a role label for each ingredient in a monolingual recipe corpus to model the recipe
flow. If the information is appropriately adapted to the machine translation process well, some problems
encountered by the machine translation systems in the recipe domain can be solved.

Bentivogli et al. (2016) conducted error analysis of PBSMT and NMT with the English-German lan-
guage pair. THe authors were the first to work on error analysis of NMT and also with PBSMT and
tree-based statistical machine translation in which they analyzed errors in several ways. The auto-
matic evaluation metrics used in their study were BLEU and two types of modified translation error
rate (TER) (Snover et al., 2006): Human-targeted TER and Multi-reference TER. For analysis of lin-
guistic errors, three error categories were used: morphology errors, lexical errors and word order errors.
In terms of word order errors, they also conducted fine-grained word order error analysis in which they
took part-of-speech tagging and dependency parsing into account.

Ishiwatari et al. (2016) used the same recipe corpus as we used for domain adaptation of SMT without
a sentence-aligned parallel corpus. In their research, the MT system was trained only with an out-domain
corpus that consisted of words related to Japanese history and the temples of shrines in Kyoto. Then,
they adapted the MT system to a recipe corpus in which there were many words that did not appear in
the out-domain corpus, using count-based vectors to translate unknown words. Although their method
performed well in the translation of the out-domain corpus, it did not focus on recipe translation itself.
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7 Conclusion and Future Work

In this paper, we proposed a new task of translating cooking recipes. We translated Japanese recipes
into English using PBSMT and NMT and evaluated the outputs with BLEU and RIBES. Further, we
discussed the tendency observed by studying the outputs. Each of three parts comprising a recipe (title,
ingredient, and step) had its own characteristics. Title proved difficult to translate owing to a relatively
large vocabulary despite its limited length. Good performance was achieved in the translation of ingredi-
ent because it is very simply written compared with title and step. In translating step, PBSMT and NMT
exhibited different tendencies. Many word order errors were found in PBSMT outputs corresponding to
step, resulting in a lower score for RIBES in PBSMT than in NMT.

Error analysis of the outputs was also conducted with the error classification expanded from the MQM
ANNOTATION DECISION TREE. The results of the error analysis showed that the tendency of each
type of errors differs according to the translation method applied. Compared with that of NMT, the output
of PBSMT contained many grammatical errors. On the other hand, NMT had more substitution errors
than PBSMT. NMT also tended to output target words that differ in meaning form the original source
word. In addition, although the outputs of NMT were usually grammatically correct, some of them were
unintelligible. Many omission errors and addition errors were found in both methods.

As our future work, we plan to tackle on the machine translation of recipe texts, taking into account
the ingredients used and the order in which actions are completed in the flow of the recipe. It may be
possible to solve omission errors in either or both sides using the information. To achieve that, we also
need to perform machine translation without sentence-alignment, but with the whole document.

Acknowledgement

This research was (partly) supported by Grant-in-Aid for Research on Priority Areas, Tokyo Metropolitan
University,“ Research on social big data.”

References
Philip Arthur, Graham Neubig, and Satoshi Nakamura. 2016. Incorporating Discrete Translation Lexicons into

Neural Machine Translation. In Proceedings of the 2016 Conference on Empirical Methods in Natural Lan-
guage Processing (EMNLP), pages 1557–1667.

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. 2015. Neural Machine Translation by Jointly Learning
to Align and Translate. In 5th International Conference on Learning Representations (ICLR).

Luisa Bentivogli, Arianna Bisazza, Mauro Cettolo, and Marcello. 2016. Neural versus phrase-based machine
translation quality: a case study. In Proceedings of the 2016 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 257–267.

Aljoscha Burchardt and Arle Lommel. 2014. Practical Guidelines for the Use of MQM in Scientific Research on
Translation Quality. Technical report, QTLaunchPad.

Kyunghyun Cho, Bart van Merrienboer, Caglar Gulcehre, Dzmitry Bahdanau, Fethi Bougares, Holger Schwenk,
and Yoshua Bengio. 2014. Learning Phrase Representations using RNN Encoder-Decoder for Statistical Ma-
chine Translation. In Proceedings of the 2014 Conference on Empirical Methods in Natural Language Process-
ing (EMNLP), pages 1724–1734.

John Duchi, Elad Hazan, and Yoram Singer. 2011. Adaptive Subgradient Methods for Online Learning and
Stochastic Optimization. In Journal of Machine Learning Research 12, pages 2121–2159.

Peter Forbes and Mu Zhu. 2011. Content-boosted Matrix Factorization for Recommender Systems: Experiments
with Recipe Recommendation. In Proceedings of the 5th ACM Conference on Recommender Systems (RecSys),
pages 261–264.

Jun Harashima, Michiaki Ariga, Kenta Murata, and Masayuki Ioki. 2016. A Large-Scale Recipe and Meal Data
Collection as Infrastructure for Food Research. In Proceedings of the 10th International Conference on Lan-
guage Resources and Evaluation (LREC), pages 2455–2459.

66



Kenneth Heafield. 2011. Kenlm: Faster and smaller language model queries. In Proceedings of the 6th Workshop
on Statistical Machine Translation, pages 187–197.

Sepp Hochreiter and Jurgen Schmidhuber. 1997. LONG SHORT-TERM MEMORY. In Neural Computation 9,
pages 1735–1780.

Shonosuke Ishiwatari, Naoki Yoshinaga, Masashi Toyoda, and Masaru Kitsuregawa. 2016. Instant Translation
Model Adaptation by Translating Unseen Words in Continuous Vector Space. In The 17th International Con-
ference on Intelligent Text Processing and Computational Linguistics (CICLing).

Hideki Isozaki, Tsutom Hirao, Kevin Duh, Katsuhito Sudoh, and Hajime Tsukada. 2010. Automatic Evaluation of
Translation Quality for Distant Language Pairs. In Proceedings of the 2010 Conference on Empirical Methods
in Natural Language Processing (EMNLP), pages 944–952.

Philipp Koehn, Franz Josef Och, and Daniel Maruc. 2003. Statistical phrase-based translation. In Proceedings
of the 2003 Human Language Technology Conference of the North American Chapter of the Association for
Computational Linguistics (HLT-NAACL), pages 48–54.

Philipp Koehn, Hieu Hoang, Alexandra Birch, Chris Callison-Burch, Marcello Federico, Nicola Bertoldi, Brooke
Cowan, Wade Shen, Christine Moran, and Richard Zens. 2007. Moses: Open Source Toolkit for Statistical Ma-
chine Translation. In Proceedings of the 45th Annual Meeting of the Association for Computational Linguistics
Companion Volume Proceedings of the Demo and Poster Sessions, pages 177–180.

Taku Kudo, Kaoru Yamamoto, and Yuji Matsumoto. 2004. Applying Conditional Random Fields to Japanese
Morphological Analysis. In Proceedings of the 2004 Conference on Empirical Methods in Natural Language
Processing (EMNLP), pages 230–237.

Hirokuni Maeta, Tetsuro Sasada, and Shinsuke Mori. 2015. A Framework for Procedural Text Understanding. In
Proceedings of the 14th International Conference on Parsing Technologies (IWPT), pages 50–60.

Shinsuke Mori, Hirokuni Maeta, Yoko Yamakata, and Tetsuro Sasada. 2014. Flow Graph Corpus from Recipe
Texts. In Proceedings of the 9th International Conference on Language Resources and Evaluation (LREC),
pages 2370–2377.

Franz Josef Och. 2003. Minimum Error Rate Training in Statistical Machine Translation. In Proceedings of the
41st Annual Meeting of the Association for Computational Linguistics (ACL), pages 160–167.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. 2002. BLEU: A Method for Automatic Evalua-
tion of Machine Translation. In Proceedings of the 40st Annual Meeting of the Association for Computational
Linguistics (ACL), pages 138–145.

Matthew Snover, Bonnie Dorr, Richard Schwartz, Linnea Micciulla, and John Makhoul. 2006. A Study of Trans-
lation Edit Rate with Targeted Human Annotation. In Proceedings of the Biennial Conference of the Association
for Machine Translation in the Americas (AMTA), pages 223–231.

Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. 2014. Sequence to Sequence Learning with Neural Networks. In
In Advances in Neural Information Processing Systems 27 (NIPS), pages 3104–3112.

Zhaopeng Tu, Zhengdong Lu, Yang Liu, Xiaohua Liu, and Hang Li. 2016. Modeling Coverage for Neural Machine
Translation. In Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics (ACL),
pages 177–180.

Yoko Yamakata, Shinji Imahori, Yuichi Sugiyama, Shinsuke Mori, and Katsumi Tanaka. 2013. Feature Extraction
and Summarization of Recipes using Flow Graph. In Proceedings of the 5th International Conference on Social
Informatics (SocInfo), pages 241–254.

Michiko Yasukawa, Fernando Diaz, Gregory Druck, and Nobu Tsukada. 2014. Overview of the NTCIR-11
Cooking Recipe Search Task. In Proceedings of the 11th NTCIR Conference (NTCIR-11), pages 483–496.

67



Proceedings of the 3rd Workshop on Asian Translation,
pages 68–74, Osaka, Japan, December 11-17 2016.

IIT Bombay’s English-Indonesian submission at WAT: Integrating 
Neural Language Models with SMT  

Sandhya Singh Anoop Kunchukuttan Pushpak Bhattacharyya 
Center for Indian Language Technology  

Department of Computer Science & Engineering 
Indian Institute of Technology Bombay 
{sandhya, anoopk, pb}@cse.iitb.ac.in 

 

Abstract 

This paper describes the IIT Bombay’s submission as a part of the shared task in WAT 2016 for 
English–Indonesian language pair. The results reported here are for both the direction of the 
language pair. Among the various approaches experimented, Operation Sequence Model (OSM) 
and Neural Language Model have been submitted for WAT. The OSM approach integrates 
translation and reordering process resulting in relatively improved translation. Similarly the neural 
experiment integrates Neural Language Model with Statistical Machine Translation (SMT) as a 
feature for translation. The Neural Probabilistic Language Model (NPLM) gave relatively high 
BLEU points for Indonesian to English translation system while the Neural Network Joint Model 
(NNJM) performed better for English to Indonesian direction of  translation system. The results 
indicate improvement over the baseline Phrase-based SMT by 0.61 BLEU points for English-
Indonesian system and 0.55 BLEU points for Indonesian-English translation system. 

1 Introduction 

This paper describes IIT Bombay’s submission for the English-Indonesian and Indonesian-English 
language pairs for the shared task in the 3rd Workshop on Asian Translation1

  (WAT) (Nakazawa et 
al., 2016).  

Every language pair in machine translation brings in new challenges in the form of their linguistic 
features. The Indonesian language, also known as Bahasa(Indonesia) is the official language of 
Indonesia. It is the fourth most populous country2 in the world with  approximately 190 million3 

people speaking this language. The language belongs to the Austronesian language family and has a 
lot of  influence from Dutch language. It is also considered mutually intelligible with the Malay 
language. The script used is Roman/Latin script. The sentence structure followed is similar to English 
language i.e. Subject Verb Object (SVO). But it is highly agglutinative and morphologically rich as 
compared to English language. Hence, English-Indonesian is a very important language pair for 
translation studies. 

There is very limited work related to Indonesian language machine translation. Some of the 
previous work done is discussed here. Yulianti et al. (2011) experimented with a hybrid MT system 
(HMT) for Indonesian-English translation. They created a pipeline system where the input is first 
translated using a rule based MT system (RBMT) and the output is further processed with statistical 
MT system (SMT)  to improve the translation quality. The results indicate that a pure SMT system 
outperforms HMT system in all cases. Larasati (2012) focused on resources and tool preparation for 
Indonesian-English SMT system as the author described this language pair as under-resourced and 
                                                
  This work is licensed under a Creative Commons Attribution 4.0 International Licence.  

Licence details: http://creativecommons.org/licenses/by/4.0/  

2http://www.infoplease.com/world/statistics/most-populous-countries.html 
3 https://en.wikipedia.org/wiki/Indonesian_language 
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under-studied. MorphInd, a morphanalyzer was developed as a part of the experiment. The tool could 
give more morphological information at a word level compared to its previous versions. The author 
also developed a standard parallel corpus IDENTIC, which could be used by the research community 
for MT related task. The experiment with preprocessed Indonesian data resulted in an improved SMT 
system output. Mantoro et al. (2013) attempted to find the optimal parameter for English-Indonesian 
SMT system by varying the weights of  translation model, language model, distortion (reordering) and 
word penalty. And the optimally tuned SMT system is able to give a BLEU score of 22.14. Above 
discussed work clearly indicate that there is a lot of scope for experimentation for this language pair. 

Recently, Hermanto et al.(2015) performed an experimental study with RNN language model for 
English-Indonesian MT system. The experiment was done on a very small set of data for neural LM 
and the output was compared with SMT system trained on same data. The perplexity analysis of both 
the systems show that RNN model system outperforms SMT system with n-gram LM.  

The results of Hermanto et al.(2015) and various other research outcomes on different language 
pair using neural language model motivated our approach of experimentation using NLM and NNJM 
as a feature in SMT.  

2 System Description 

For our participation in WAT 2016 shared task for English ßà Indonesian language pair, we 
experimented with the following systems – 

 
1. Phrase-Based SMT system : This was our baseline system for the WMT shared task. The standard 

Moses Toolkit (Koehn et al., 2007) was used with MGIZA++ (Gao and Vogel, 2008) for word 
alignment on training corpus followed by grow-diag-final-and symmetrization heuristics for 
extracting phrases and lexicalized reordering. Tuning was done using Batch MIRA (Cherry and 
Foster, 2012) with the default 60 passes over the data and –return-best-dev flag to get the highest 
scoring run into the final moses.ini file. A 5-gram language model using SRILM toolkit (Stolcke, 
2002) with Kneser-Ney smoothing was trained. 

 
2. Use of Neural Language Model : A neural probabilistic language model was trained and integrated 

as a feature for the phrase-based translation model. For this, the default NPLM4 implementation in 
Moses which is similar to the method described in Vaswani et al. (2013) was used.  The goal was 
to examine if neural language models can improve the fluency for Indonesian-English translation 
and English-Indonesian translation by making use of distributed representations. We experimented 
with various word embedding sizes of 700, 750 and 800 for the first hidden layer in the network to 
get the optimal parameter while decoding. 

 
3. Use of Bilingual Neural Joint Language Model : Devlin et al. (2014) have shown that including 

source side context information in the neural language model can lead to substantial improvement 
in translation quality. We experimented with Devlin's method which uses NPLM3 in the back-end 
to train a neural network joint language model (NNJM) using parallel data and integrated it as a 
feature for the phrase-based translation as implemented in Moses. A 5-gram language model 
augmented with 9 source context words and single hidden layer required for fast decoding was 
used as a parameter  to train the joint model.   

 
4. Use of Operational Sequence Model : Operation sequence model was trained as it integrates N-

gram-based reordering and translation in a single generative process which can result in relatively 
improved translation over phrase based system. OSM approach as suggested in Durrani et al. 
(2013) considers both source and target information for generating a translation. It deals with  
minimum translation units i.e. words, along with context information of source and target sentence 
which spans across phrasal boundries. A 5-gram OSM was used for the experimentation here.  

                                                
4 http://nlg.isi.edu/software/nplm/ 
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These 4 systems were trained for both directions of language pair and the test data was decoded and 
evaluated with BLEU points, RIBES scores, AMFM scores, Pairwise crowdsourcing scores and 
Adequacy scores for comparative performance evaluation. 
 

3 Experimental Setup 

The data provided for the WAT 2016 shared task experiment for English-Indonesian language pair 
comprised of news domain data with a good mix of finance, international, science, national and sports 
news. The data was prepared using the scripts available with moses. After extracting the data in 
individual files for training, tuning and testing purpose, it was tokenized and truecased using the learnt 
truecased model. The training data was further cleaned for the maximum sentence length of 80 words.  

For training the neural language model (Vaswani et al., 2013), additional monolingual data 
was used for each direction of language pair. For Indonesian-English, additional 2 million sentences of 
English Europarl data5 was used for the experimentation. The data was tokenized and truecased for the 
experiment. For English-Indonesian direction, additional 2 million Indonesian sentences from 
Commoncrawl6  was used for experiment. Since Commoncrawl provides raw data by web scraping, 
the Indonesian data obtained was cleaned for noisy sentences and then tokenized and truecased for 
training the language model. Table – 1 gives the statistics of the data used for experimentation. 

 
 

Language Training Set Tuning Set Test Set For LM 

English 44939 sentences 400 sentences 400 sentences 
50000 sentences +  
2M sentences 
(Europarl) 

Indonesian 44939 sentences 400 sentences 400 sentences 
50000 sentences +  
2M sentences  
(Commoncrawl) 

 
Table 1. Data used for the experiments 

 
For training the joint neural language model (Devlin et al., 2014), the parallel data used for training 

the SMT system was used to train the bilingual neural language model.  
 

4 Results & Analysis 

4.1 Indonesian to English  MT system 

A comparative performance of baseline phrase based system, OSM system and neural LM and with 
joint neural LM for Indonesian-English MT system have been shown in Table-2. The translated output 
of all the three systems trained are evaluated for Bilingual Evaluation Understudy (BLEU), Rank-
based Intuitive Bilingual Evaluation Score (RIBES) and Adequacy-Fluency Metric (AMFM). 

For OSM experiment, a 5-gram operation sequence model was trained with the default 
settings of phrase based system as discussed in section 2. The BLEU scores shows a relative  
improvement of 0.21 points over the baseline phrase based system. The output of this system was 
submitted for human evaluation process for this direction of language pair. 

For neural LM system, a 5-gram model with a vocabulary size of 100K and word embedding 

                                                
5 http://www.statmt.org/europarl/ 
6 http://commoncrawl.org/ 
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dimensions of 150 units in second hidden layer was trained with 3 different first hidden layer 
parameter i.e. 700 units, 750 units , 800 units. The aim was to use the most fitting model for decoding. 

The model was optimized for only 5 epochs of stochastic gradient ascent due to time 
constraint with small batch sizes of 1000 words. The neural model obtained was added to moses.ini 
file as a feature with a default weight of 0.5. The translation model was tuned further to get better 
weights for all the parameters required of the translation system.  

 

 

 

 

 

 

 

 
Table 2. Experiment Results for Indonesian-English MT system  

(OE – Output Embeddin;  * : submitted to WAT) 
 
Similarly, the joint neural LM using the bilingual data was also trained with the source and target 
vocabulary size of 100K and total n-gram size of 14 comprising of 5-gram target language model and 
9-gram source context window with word embedding dimension of 750 units for the single hidden 
layer. The neural model obtained was included in the moses.ini file as a feature with default weight as 
0.5. This decoding model was tuned further to learn the new weights with added feature and then used 
for translation. 

Reference Sentence Translated Sentence  Error Analysis 

Moreover, syariah banking has yet 
to become a national agenda, Ria-
wan said. 

In addition, the banking industry 
had not so national agenda, said 
Riawan who also director of the 
main BMI. 

Phrase insertion 

Of course, we will adhere to the 
rules, Bimo said. 

We will certainly patuhi regulations, 
Bimo said. 

All words not 
translated 

The Indonesian government last 
year canceled 11 foreign-funded 
projects across the country for vari-
ous reasons, the Finance Ministry 
said. 

The government has cancel foreign 
loans from various creditors to 11 
projects in 2006 because various 
reasons. 

Phrase dropped 

As the second largest Islamic bank 
with a 29% market share of the Is-
lamic banking industry's total assets 
at end-2007 albeit only 0.5% of 
overall banking industry's total as-
sets, net financing margin NFM on 
Muamalat's financing operations 
increased to 7.9% in 2007 from 
6.4% in 2004 due to better funding 
structure. 

As the second largest bank of the 
market by 29 percent of the total 
assets syariah banking loans at the 
end of December 2007 although 
the market only 0.5 percent of the 
total assets banking industry as a 
whole, financing profit margin 
Muamalat rose to 7.9 percent in 
2007 from 6.4 percent in 2004 
thanks to funding structure. 

Phrase dropped 

                                Table 3. Indonesian-English NPLM based MT system output 

Approach Used BLEU score RIBES score AMFM score 

Phrase based SMT 22.03 0.78032 
 

0.564580 
 

Operation Sequence Model* 22.24 0.781430 0.566950 
 

Neural LM with OE= 700  22.58 0.781983 
 

0.569330 
 

Neural LM with OE = 750 21.99 0.780901 
 

0.56340 
 

Neural LM with OE = 800 22.15 0.782302 
 

0.566470 
 

Joint Neural LM       22.05 
 

     0.781268  
 

0.565860 
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The scores clearly indicate that both the approaches of LM i.e. neural LM generated from much bigger 
monolingual corpus or joint neural LM outperforms the baseline phrase-based SMT system. For 
WAT, the neural LM with word embedding dimensions of  700 units for the first hidden layer is 
submitted for participation. The BLEU score shows an improvement of 0.55 points over our baseline 
system. These scores may be improved with further tuning of the neural parameters. 

Some translation outputs of relatively better performing NPLM system compared against the reference 
sentences have been given in Table-3. An analysis of the translation output was done for NPLM based  
Indonesian-English MT system. The output sentences were adequate and fluent to some extent. The 
major error found was of dropping and insertion of phrases. In some instances, the Indonesian words 
could not be translated to English due to lack of vocabulary learnt. Though, OOV word percentage 
was found to be 5% of the total words in the test set. Another major pattern error was in the choice of 
function words used for English language. This error might require some linguistic insight on the 
Indonesian side of the language pair to understand the usage of function words in the source language. 

4.2 English to Indonesian  MT system 

For the reverse direction of language pair i.e. English-Indonesian, similar set of experiments were 
performed with same parameters as mentioned in section 4.1. The results obtained for the baseline 
phrase-based system, OSM based system, neural LM with additional monolingual data from 
commoncrawl with 3 different parameter variations and joint neural LM system have been given in 
Table-4. Since the authors do not know the Indonesian language, the translated output could not be 
manualy evaluated for error analysis at authors’ end.  

 
For this direction of language pair, the  scores of OSM experiment is comaparable to baseline 

phrase based system with a score of 21.70 BLEU points. However, the joint neural language model 
has outperformed the neural LM and the baseline system by 0.61 BLEU scores. Joint neural LM 
output was submitted for manual evaluation. 

 

Table 4. Experiment Results for English-Indonesian MT system 

(OE – Output Embedding; * : submitted to WAT) 

4.3 Human Evaluation  Result Analysis 

As a part of shared task evaluation process, the translation system performance was  human evaluated 
using two methods: pairwise crowdsourcing evaluation compared against the baseline system and  
JPO adequacy evaluation for content transmission.  

For Indonesian-English system, human evaluation was done on OSM system output. The 
crowdsourcing results show that 20% of the translations were better than the baseline system, 34% 
translations were comparable and 46% were worse than the baseline system. The system scored -26.00 
in the crowdsourcing evaluation and 2.98 in adequacy evaluation. Table-5 shows the adequacy score 

Approach Used BLEU score RIBES score AMFM score 

Phrase based SMT 21.74 0.804986 
 

0.55095 
 

Operation Sequence Model 21.70 0.806182 0.552480 
 

Neural LM with OE = 700 22.12 
 

0.804933 
 

0.5528 
 

Neural LM with OE =750 21.64 
 

0.806033 
 

0.555 
 

Neural LM with OE = 800 22.08 
 

0.806697 
 

0.55188 
 

Joint neural LM* 
 22.35 0.808943 

 
0.55597 
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distribution as received in JPO adequacy evaluation. However, the automatic evaluation scores are 
found to be comparable to the baseline system.  
 

Experiment Approach 
Followed 

Adequacy distribution Adequacy 
Score 5 4 3 2 1 

 
Indonesian-

English 
 

OSM 
approach 12% 18.75% 31.75% 30.5% 7% 2.98 

English-
Indonesian 

 
NNJM 17.75% 25.25% 23.25% 16.5% 17.25% 3.10 

 
Table 5. JPO Adequacy scores for English          Indonesian 

 
The joint neural LM approach for English-Indonesian system was  submitted for human evaluation. 

The human evaluation scores shows that 23% of the translation were better than the baseline system, 
44.75% were in tie with baseline system and 32.25% were worse than the baseline system. The 
crowdsourcing evaluation score is -9.250 and adequacy evaluation score is 3.10. For the JPO adequacy 
score, we observed that 33% sentences have at least 3 point difference between the annotator scores. 
The scores received have been given in Table-5. 
 

5 Conclusion and future work 

In our research group, we have been working on a usecase related to English-Indonesian Machine 
Translation. This motivated us to participate in this shared task despite of having no exposure to 
Indonesian language. Since no member of the team had any previous experience with  Indonesian 
language, not much of the linguistic insight was used in performing the experiments. This was an 
enriching experience in the terms of using computational ability for machine translation with 
minimum linguistic insight of one of the language in pair for translation. The BLEU scores show that 
using neural LM helps in improving the translation quality . 

In future , we would like to investigate the hyperparameters for the neural language model. We also 
plan to look at pure neural machine translation approaches for the English-Indoneian language pair. 
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Abstract

This paper describes our UT-KAY system that participated in the Workshop on Asian Translation
2016. Based on an Attention-based Neural Machine Translation (ANMT) model, we build our
system by incorporating a domain adaptation method for multiple domains and an attention-based
unknown word replacement method. In experiments, we verify that the attention-based unknown
word replacement method is effective in improving translation scores in Chinese-to-Japanese
machine translation. We further show results of manual analysis on the replaced unknown words.

1 Introduction

End-to-end Neural Machine Translation (NMT) with Recurrent Neural Networks (RNNs) is attracting
increasing attention (Sutskever et al., 2014). By incorporating attention mechanisms (Bahdanau et al.,
2015), NMT models have achieved state-of-the-art results on several translation tasks, such as English-
to-German (Luong et al., 2015a) and English-to-Japanese (Eriguchi et al., 2016) tasks.

Although NMT is attractive due to its translation quality and relatively simple architecture, it is known
to have some serious problems including unknown (or rare) word problems (Luong et al., 2015b). Thus,
there is still room for improvement in many aspects of NMT models. In our UT-KAY system that
participated in the Workshop on Asian Translation 2016 (WAT 2016) (Nakazawa et al., 2016a), we
investigate the following two issues:

• adaptation with multiple domains, and

• attention-based unknown word replacement.

Our system is based on an Attention-based NMT (ANMT) model (Luong et al., 2015a). To explicitly
treat translation pairs from multiple domains, our system extends a domain adaptation method for neural
networks (Watanabe et al., 2016), and apply it to the baseline ANMT model. To address the unknown
word problems in translated sentences, we investigate the effectiveness of replacing each unknown word
according to the attention scores output by the baseline ANMT model.

In experiments, we apply our system to a Chinese-to-Japanese translation task of scientific text. Our
experimental results show that the attention-based unknown word replacement method consistently im-
proves the BLEU scores by about 1.0 for the baseline system, the domain adaptation system, and the
ensemble of the two systems. Moreover, our manual analysis on the replaced unknown words indicates
that the scores can be further improved if a high quality dictionary is available. While the domain adap-
tation method does not improve upon the baseline system in terms of the automatic evaluation metrics,
the ensemble of the systems with and without the domain adaptation method boosts the BLEU score by
2.7. As a result, our UT-KAY system has been selected as one of the top three systems in the Chinese-
to-Japanese task at WAT 2016.

2 Related Work

2.1 Domain Adaptation for Sentence Generation Tasks
An NMT model is usually built as a single large neural network and trained using a large parallel corpus.
Such a parallel corpus is, in general, constructed by collecting sentence pairs from a variety of domains
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(or topics), such as computer science and biomedicine. Sentences in different domains have different
word distributions, and it has been shown that domain adaption is an effective way of improving image
captioning models, which perform sentence generation like NMT models (Watanabe et al., 2016). Luong
and Manning (2015) proposed pre-training techniques using a large general domain corpus to perform
domain adaptation for NMT models. However, both of these approaches assume that there are only two
domains, i.e., the source and target domains. In practice, there exist multiple topics, and thus the explicit
use of information about multiple domains in the NMT models is worth investigating.

2.2 Unknown Word Replacement in NMT
Previous approaches to unknown word problems are roughly categorized into three types: character-
based, subword-based, and copy-based approaches. The character-based methods aim at building word
representations for unknown words by using character-level information (Luong and Manning, 2016).
The character-based methods can handle any words and has achieved better results than word-based
methods. However, the computational cost grows rapidly.

Recently, Sennrich et al. (2016) have shown that the use of subword units in NMT models is effective.
The subword units can treat multiple levels of granularity existing in words and reduce the size of the
vocabulary compared with the standard word-based models. However, the rules to use the subword units
are built based on the training data, and thus there still remains the problem of treating an infinite number
of the unknown words.

The copy-based methods aim at copying relevant source words to replace unknown words. Some
use existing alignment tools (Luong et al., 2015b), and others suggest that using attention scores in the
ANMT models can be an alternative to using alignment tools (Jean et al., 2015). The copy-based method
should be effective in translation tasks where characters and words are shared across different languages.
However, to the best of our knowledge, there is no previous work which inspects the replacement results
based on the attention mechanism to investigate the relevance of the replacement method in ANMT
models.

3 The UT-KAY System at WAT 2016

In this section, we describe our UT-KAY system at WAT 2016. We first describe the baseline method for
our system in Section 3.1 and then explain how our system works in Section 3.2, 3.3, and 3.4.

3.1 Baseline Methods
3.1.1 Attention-Based Sequential NMT
We employ an ANMT model presented in Luong et al. (2015a) as our baseline and follow the single-
layer setting as in Eriguchi et al. (2016). Let us represent the source sentence of length M by word
sequence x = (x1, x2, . . . , xM ) and its corresponding target sentence of length N by word sequence
y = (y1, y2, . . . , yN ). For embedding the source word sequence x into a dh-dimensional vector space,
Long Short-Term Memory (LSTM) units are used as follows:

si = LSTM(si−1, v(xi)), (1)

where si and si−1 ∈ Rdh×1 are the i-th and (i − 1)-th hidden states, s0 is filled with zeros, and
v(xi) ∈ Rde×1 is the de-dimensional word embedding of the i-th source word xi. The LSTM func-
tion is formulated with internal states, called memory cells, as follows:

ii = σ(U i
ssi−1 + V i

s v(xi) + bis), fi = σ(Uf
s si−1 + V f

s v(xi) + bfs ),
oi = σ(Uo

s si−1 + V o
s v(xi) + bos ), ui = tanh(Uu

s si−1 + V u
s v(xi) + bus ),

ci = it ⊙ ui + fi ⊙ ci−1, si = oi ⊙ tanh(ci),

(2)

where Us ∈ Rdh×dh , Vs ∈ Rdh×de , bs ∈ Rdh×1 are the LSTM’s weight matrices and bias vectors, and
ci ∈ Rdh×1 is the memory cell. The operator ⊙ denotes element-wise multiplication and σ(·) is the
logistic sigmoid function.
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Once sM , which represents the entire source sentence x, is obtained for representing the source sen-
tence x, the ANMT model estimates the conditional probability that the j-th target word yj is generated
given the target word sequence (y1, y2, . . . , yj−1) and the source sentence x:

p(yj |y1, y2, . . . , yj−1, x) = softmax(Wpt̃j + bp), (3)

where Wp ∈ R|Vt|×dh and bp ∈ R|Vt|×1 are an weight matrix and a bias vector, Vt is the target word
vocabulary, and t̃j ∈ Rdh×1 is the hidden state for generating the j-th target word. In general, the target
word vocabulary Vt is constructed by a pre-defined number of the most frequent words in the training
data, and the other words are mapped to a special token UNK to indicate that they are unknown words.
t̃j is conditioned by the j-the hidden state tj ∈ Rdh×1 of another LSTM RNN and an attention vector
aj ∈ Rdh×1 as follows:

tj = LSTM(tj−1, [v(yj−1); t̃j−1]), (4)

aj =
M∑
i=1

α(j,i)si, (5)

t̃j = tanh(Wttj + Waaj + bt̃), (6)

where [v(yj−1); t̃j−1] ∈ R(de+dh)×1 is the concatenation of v(yj−1) and t̃j−1, and Wt ∈ Rdh×dh ,
Wa ∈ Rdh×dh , and bt̃ ∈ Rdh×1 are weight matrices and a bias vector. To use the information about the
source sentence, t1 is set equal to sM . The attention score α(j,i) is used to estimate how important the
i-th source-side hidden state si is, for predicting the j-the target word:

α(j,i) =
exp(tj · si)∑M

k=1 exp(tj · sk)
, (7)

where tj · sk is the dot-product used to measure the relatedness between the two vectors.
All of the model parameters in the ANMT model are optimized by minimizing the following objective

function:

J(θ) = − 1
|T |

∑
(x,y)∈T

N∑
j=1

log p(yj |y1, y2, . . . , yj−1,x), (8)

where θ denotes the set of the model parameters, and T is the set of source and target sentence pairs to
train the model.

3.1.2 Domain Adaptation for Neural Networks by Feature Augmentation
To learn translation pairs from multiple domains, we employ a domain adaptation method which has
proven to be effective in neural image captioning models (Watanabe et al., 2016). It should be noted that
neural image captioning models can be formulated in a similar manner to NMT models. That is, if we
use images as source information instead of the source sentences, the task is then regarded as an image
captioning task. We use the corresponding equations in Section 3.1.1 to describe the domain adaptation
method by assuming that x is a representation of an image.

The method assumes that we have data from two domains: D1 and D2. The softmax parame-
ters (Wp, bp) in Equation (3) are separately assigned to each of the two domains, and the parameters
(WD1

p , bD1
p ) and (WD2

p , bD2
p ) are decomposed into two parts as follows:

WD1
p = W G

p + W
D1

p , bD1
p = bGp + b

D1

p , WD2
p = W G

p + W
D2

p , bD2
p = bGp + b

D2

p , (9)

where (W G
p , bGp ) is the shared component in (WD1

p , bD1
p ) and (WD2

p , bD2
p ), and (WD1

p , b
D1

p ) and

(WD2

p , b
D2

p ) are the domain-specific components. Intuitively, the shared component learns general infor-
mation across multiple domains, and the domain-specific components learn domain-specific information.
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The model parameters are optimized by replacing the negative log-likelihood in Equation (8) as fol-
lows:

−1
2

log pG(yj |y1, y2, . . . , yj−1,x)− 1
2

log pD1(yj |y1, y2, . . . , yj−1, x), (10)

−1
2

log pG(yj |y1, y2, . . . , yj−1,x)− 1
2

log pD2(yj |y1, y2, . . . , yj−1, x), (11)

where the first one is used for data from D1, and the second one is used for data from D2. The probabili-
ties pG , pD1 , pD2 are computed by replacing (Wp, bp) in Equation (3) with (2W G

p , 2bGp ), (2W
D1

p , 2b
D1

p ),

(2W
D2

p , 2b
D2

p ), respectively. At test time, we only use (WD1
p , bD1

p ) and (WD2
p , bD2

p ) to compute the out-
put probabilities.

3.2 Adaptation with Multiple Domains

The domain adaptation method described in Section 3.1.2 assumes that we have only two domains,
namely, source and target domains, but in practice we can have many domains. In this paper, we
extend the domain adaptation method in order to treat data from multiple domains. Assuming that
we have data from K domains D1,D2, . . . ,DK , we decompose the softmax parameters for the K
domains in exactly the same way as Equation (9). That is, we have K + 1 softmax parameters:
(W G

p , bGp ), (WD1

p , b
D1

p ), . . . , (WDK

p , b
DK

p ).
The reformulated objective function in the domain adaptation method can be optimized in the same

way as the ANMT model, and to speed up the training, we apply BlackOut (Ji et al., 2016), a sampling-
based approximation method for large vocabulary language modeling, as in Eriguchi et al. (2016). More
specifically, we independently approximate the output probabilities pG , pD1 , . . . , pDK using BlackOut
sampling. To sample negative examples, we use the global unigram distribution computed by using all
data from all the K domains.

3.3 Attention-Based Unknown Word Replacement

As described in Section 3.1.1, the ANMT model computes an attention score α(j,i) to estimate how
important the i-th hidden state in the source-side LSTM is for generating the j-th target word. Although
the attention mechanism is not designed as word alignment in traditional statistical machine translation,
it is observed that high attention scores are often assigned to word-level translation pairs (Bahdanau et
al., 2015).

In this paper, we investigate the effectiveness of using the attention scores to replace unknown words
in translated sentences with words in source sentences. For each unknown word UNK in a translated
sentence, we replace it with the source word having the highest attention score. That is, we replace the
j-th target word (UNK) with the k-th source word when α(j,k) is the highest among α(j,i) (1 ≤ i ≤ M).

3.4 Ensemble

At test time, we employ two separate ensemble techniques.

3.4.1 Ensemble of Output Probabilities

The first one is a widely-used technique which takes the average of output probabilities for generating
target words. Here we can treat each NMT model as a black box to output a word probability distribution
and take the average of the probabilities from all of the models:

1
L

L∑
k=1

pk(yj |y1, y2, . . . , yj−1, x), (12)

where pk is the probability from the k-th NMT model, and L is the number of NMT models we have.
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3.4.2 Ensemble of Attention Scores
When generating target sentences using the ensemble technique described in Section 3.4.1, we have L
set of attention scores, assuming that we use the ANMT models. We use the averaged attention scores
over the L set of attention scores each time we replace an unknown word by the method described in
Section 3.3. It should be noted that the two ensemble techniques in this section are separately used and
thus the attention scores are not averaged during the sentence generation step.

4 Experimental Settings

4.1 Data

At WAT 2016, there are several tasks for several language pairs. In this work, we choose the ASPEC
Chinese-to-Japanese (ASPEC-CJ) translation task1 (Nakazawa et al., 2016b) as our first step to investi-
gate the effectiveness of our system. The ASPEC-CJ dataset includes sentences from multiple domains
with annotations, and the language pair shares the same Chinese characters. There are 10 predefined
domain tags: Abs, AGS, BIO, CHEM, ENE, ENVI, INFO, MATE, MED, SP. We treated Abs, BIO, and
MED as a single domain, and also INFO and SP.2 Consequently, the number of the domains was 7 in our
experiments.

The training data includes 672,315 sentence pairs, the development data includes 2,090 sentence pairs,
and the test data includes 2,107 sentence pairs. We used all of the training data to train the ANMT
models, and built the source and target vocabularies using the words which appear in the training data
more than twice. Consequently, the source vocabulary has 94,961 words and the target vocabulary has
69,580 words, including the UNK token and a special token for representing the end of sentences EOS
for each vocabulary. The source and target words were obtained using the Kytea tool and the Stanford
Core NLP tool, respectively.3

4.2 Parameter Optimization and Translation

We set the dimensionality of word embeddings and hidden states to 512 (i.e., de = dh = 512), and we
used single-layer LSTMs. All of the model parameters, except for the bias vectors and weight matrices
of the softmax layer, were initialized with uniform random values from [−1.0, 1.0]. The bias vectors
and the softmax weight were initialized with zeros. For the BlackOut approximation method, we set the
number of negative samples to 2,000, and the objective function was optimized via mini-batch stochastic
gradient descent. The mini-batch size was 128 without any constraints, such as lengths of the sentences
in each mini-batch. All of the mini-batches were constructed randomly at the beginning of each epoch.
For each mini-batch, the gradients were divided by the mini-batch size, and then the L2 norm of the
gradients was clipped to 3. The initial learning rate was 1.0 and it was multiplied by 0.75 to decrease the
learning rate when the perplexity for the development data did not improve. We checked the perplexity
for the development data after each epoch.4

To generate the target sentences, we used the beam search strategy based on the statistics of the sen-
tence lengths as in Eriguchi et al. (2016). We set the beam size to 20, and after generating the sentences
using the beam search, we applied the attention-based unknown word replacement method to the un-
known words output by the system.

5 Results and Discussion

5.1 Main Results

Table 1 shows our experimental results in terms of BLEU and RIBES scores for the development and
test data. In the table, the results of the best systems at WAT 2015 and WAT 2016, Neubig et al. (2015)
and Kyoto-U, are also shown. These results are the Kytea-based evaluation results. First, we can see

1http://lotus.kuee.kyoto-u.ac.jp/ASPEC/
2The categorization was based on personal communication with the organizer of WAT 2016.
3http://www.phontron.com/kytea/ and http://stanfordnlp.github.io/CoreNLP/.
4Our system was implemented using our CPU-based neural network library: https://github.com/hassyGo/N3LP.
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Dev. data Test data
Method BLEU RIBES BLEU RIBES
(1) ANMT 38.09 83.67 - -
(2) ANMT w/ UNK replacement 39.05 83.98 39.06 84.23
(3) ANMT w/ domain adaptation 38.28 83.83 - -
(4) ANMT w/ domain adaptation and UNK replacement 39.24 84.20 39.07 84.21
(5) Ensemble of (1) and (3) 40.66 84.91 - -
(6) Ensemble of (1) and (3) w/ UNK replacement 41.72 85.25 41.81 85.47
The best system at WAT 2015 (Neubig et al., 2015) - - 42.95 84.77
The best system at WAT 2016 (Kyoto-U, NMT) - - 46.70 87.29

Table 1: Kytea-based BLEU and RIBES scores for the development and test data on the ASPEC-CJ task.
The results (4) and (6) were submitted to the official evaluation system.

that the attention-based unknown word replacement method (UNK replacement in the table) consistently
improves the BLEU scores by about 1.0, and the RIBES scores by about 0.3 for the development data.
Next, currently we have not observed significant improvement by using the domain adaptation method,
in terms of the BLEU and RIBES scores. Finally, the ensemble of the two ANMT models with and
without domain adaptation consistently improves the translation scores, and in particular, the BLEU
score improves by about 2.7, and the RIBES score improves by about 1.2. In most of previous work
on NMT models, the ensemble is performed by using exactly the same models with different parameter
initialization settings. By contrast, we performed the ensemble using two different models with different
objective functions, and observed large gains for the BLEU scores.

The Kyoto-U system achieved the best results at WAT 2016, and it is also based on NMT. The system’s
scores are much better than ours. As shown in the system description on the official website, the system
seems to be based on sophisticated methods, such as “reverse scoring”, which should be helpful in
improving our system. In general, results of NMT models highly depend not only on such techniques,
but also on their model settings, such as the number of RNN layers and dimensionality of embeddings
and hidden states. Thus, it is not surprising that the two NMT-based systems produce such different
scores.

5.2 Analysis on Attention-Based Unknown Word Replacement

To inspect the results of the attention-based unknown word replacement method, we manually checked
the translated sentences of the development data. In the translated sentences in our best result by the
method (6), we found 690 sentences which include unknown words. Among them, we sampled 132
sentences including 250 unknown words. Then we categorized all the cases into five types as follows:

(A) Correct A replacement case is categorized as (A) if the replaced word is picked up from its relevant
position in its source sentence and exactly the same as the corresponding word in its reference translation.
Thus, type (A) contributes to improving BLEU scores.

(B) Acceptable A replacement case is categorized as (B) if the replaced word is picked up from its
relevant position, but it is not the same as the reference word while it fits the translated Japanese sentence.
That is, type (B) is semantically acceptable, but it does not contribute to improving BLEU scores.

(C) Correct with word translation A replacement case is categorized as (C) if the replaced word
is picked up from its relevant position, but it is a Chinese word which should be translated into its
corresponding Japanese words.

(D) Partially correct A replacement case is categorized as (D) if the replaced word is picked up from
its relevant position but some words are missing. Thus, it cannot be regarded as a sufficient translation.
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Type Count Ratio
(A) Correct 76 30.4%
(B) Acceptable 5 2.0%
(C) Correct with word translation 104 41.6%
(D) Partially correct 50 20.0%
(E) Incorrect 15 6.0%
Total 250 100.0%

Table 2: Analysis on the attention-based unknown word replacement method for 250 replacements in
132 translated sentences of the development data.

R. 1
Yukonや北西領域，Hudsonや James湾，北部ケベック，ラブラドール，
グリーンランドの汚染物質に関する情報を，文献，組織，研究者から広範囲に収集した。

T. 1
Yukon(A)と北西分野，Hudson(A)と James(A)湾，北部の魁北克(C)，拉布拉多(C)，

Greenland(B)の汚染物質の情報について文献，組織，研究者から広範囲の収集を行った。

R. 2 高尾山の環境保全と京王の社会貢献

T. 2 高尾山(A)の環境保全と京(D)の社会貢献

Table 3: Examples of the unknown word replacements.

(E) Incorrect A replacement case is categorized as (E) if the replaced word is picked up from an
irrelevant position and it does not make sense in its translated sentence.

Table 2 shows the results of the manual analysis on the 250 cases. We can see that about 30% of the
unknown word replacements are categorized as (A), which leads to the improvement of the BLEU score
by 1.06 (40.66→41.72) in Table 1. The majority is type (C), and thus it is still room for improvement in
the results by combining external resources like word-level dictionaries.5 These results suggest that the
attention-based unknown word replacement method can be a simple way for improving translation results
in Chinese-to-Japanese translation, and the method can be used in any attention-based NMT models.

Table 3 shows two examples of the translated sentences which include unknown words, and for each
example, its reference translation (R.) and its translation result (T.) are shown. The replaced unknown
words are underlined with their corresponding replacement types. In the first example, there are six
unknown words, and all of them are categorized as (A), (B), or (C), which means that the ANMT model
can distinguish between different unknown words even though all of them are represented with the special
token UNK. The replaced Chinese word “魁北克” means “Quebec” and “ケベック” in English and
Japanese, respectively, and “拉布拉多” means “Labrador” and “ラブラドール” in English and Japanese,
respectively. The two replacements are categorized as (C) because they need to be translated into their
corresponding Japanese words. The word “Greenland” means “グリーンランド” in Japanese, and it
seems that some English words are also used in the reference sentences. Thus we categorized this case
as (B).

In the second example, there are two unknown words, and both of them are related to named entities;
“高尾山” is a Japanese mountain and “京王” is a Japanese company. However, as opposed to our
expectation, “高尾山” is split into “高” and “尾山”, and “京王” is split into “京” and “王”. As a result,
the unknown word replacement method picks up only a part of the word “京王”, which leads to an
insufficient translation (categorized as (D)). These results suggest that improving the accuracy of the
word segmentation will lead to better translation results by the ANMT models.

5.3 Analysis on Domain Adaptation

We inspected the BLEU scores for development data of each domain. Tabe 4 shows the results of the
methods (2), (4), and (6) presented in Table 1 and the number of sentence pairs for each domain. From

5We tried to automatically build a dictionary using a word alignment tool, but the word segmentation results were so noisy
that we could not obtain informative dictionary.
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BIO CHEM ENE ENVI INFO MATE

BLEU
Method (2) 35.27 37.24 39.74 36.21 41.91 34.92
Method (4) 34.86 33.96 40.37 37.16 41.58 37.80
Method (6) 37.84 42.77 43.64 39.29 44.17 38.65

# of samples in the development data 216 19 37 804 982 32

Table 4: BLEU scores for the development data of each domain.

these results we can see that the domain adaptation method (Method (4)) performs better than the baseline
method (Method (2)) in some domains, but not in others. The ensemble result (Method (6)) consistently
improves the results for all of the domains.

We expect the domain adaptation method to disambiguate the meaning of a word according to its
context. For example in Table 3, both of the Japanese words “領域” and “分野” mean “field” and “area”
but their meanings depend on their context. In such a case, the domain or context information should
be helpful in disambiguating the meanings. However, none of our methods could successfully output
the appropriate word “領域”. To investigate the result, we inspected the usage of the Japanese word “
領域” in the training data, and found that similar usages to the above example were rare. Therefore,
this rare usage problem would be addressed, not by the domain adaptation method, but by adding large
monolingual data to make the language modeling more accurate.

6 Conclusion

This system description paper presented our UT-KAY system based on an attention-based neural machine
translation model. We investigated the effectiveness of a domain adaptation method and an attention-
based unknown word replacement method. The domain adaptation method does not currently lead to
better results than our baseline model. By contrast, we have found that the attention-based unknown
word replacement has potential benefits in Chinese-to-Japanese NMT models, which can be applied to
any attention-based models.
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Abstract

When translating formal documents, capturing the sentence structure specific to the sublanguage
is extremely necessary to obtain high-quality translations. This paper proposes a novel global
reordering method with particular focus on long-distance reordering for capturing the global
sentence structure of a sublanguage. The proposed method learns global reordering models from
a non-annotated parallel corpus and works in conjunction with conventional syntactic reordering.
Experimental results on the patent abstract sublanguage show substantial gains of more than
25 points in the RIBES metric and comparable BLEU scores both for Japanese-to-English and
English-to-Japanese translations.

1 Introduction

Formal documents such as legal and technical documents often form sublanguages. Previous studies
have highlighted that capturing the sentence structure specific to the sublanguage is extremely necessary
for obtaining high-quality translations especially between distant languages (Buchmann et al., 1984;
Luckhardt, 1991; Marcu et al., 2000). Figure 1 illustrates two pairs of bilingual sentences specific to the
sublanguage of patent abstracts. In both sentence pairs, the global sentence structure ABC in the source
sentences must be reordered to CBA in the target sentences to produce a structurally appropriate trans-
lation. Each of the components ABC must then be syntactically reordered to complete the reordering.

Various attempts have been made along this line of research. One such method is the skeleton-based
statistical machine translation (SMT) which uses a syntactic parser to extract the global sentence struc-
ture, or the skeleton, from syntactic trees and uses conventional SMT to train global reordering (Melle-
beek et al., 2006; Xiao et al., 2014). However, the performance of this method is limited by syntactic
parsing, therefore the global reordering has low accuracy where the accuracy of syntactic parsing is low.
Another approach involves manually preparing synchronous context-free grammar rules for capturing
the global sentence structure of the target sublanguage (Fuji et al., 2015). However, this method requires
manual preparation of rules. Both methods are unsuitable for formal documents such as patent abstracts,
because they fail to adapt to sentences with various expressions, for which manual preparation of rules
is complex.

This paper describes a novel global reordering method for capturing sublanguage-specific global sen-
tence structure to supplement the performance of conventional syntactic reordering. The method learns
a global pre-ordering model from non-annotated corpora without using syntactic parsing and uses this
model to perform global pre-ordering on newly inputted sentences. As the global pre-ordering method
does not rely on syntactic parsing, it is not affected by the degradation of parsing accuracy, and is readily
applicable to new sublanguages. Globally pre-ordered sentence segments are then syntactically reordered
before being translated by SMT.

In this empirical study on the patent abstract sublanguage in Japanese-to-English and English-to-
Japanese translations, the translation quality of the sublanguage was improved when global pre-ordering

This work is licenced under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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Pair 1 Japanese [[Aアンテナ資源を有効に活用して信頼性の高い通信を行うことが
できる ][B 通信装置を ][C 提供すること。]]

Japanese (word-for-
word translation)

[[A Antenna resources effectively utilizing reliability high communica-
tion perform capable][B communication apparatus][C to provide.]]

English [[C To provide][B a communication apparatus][A capable of perform-
ing highly reliable communication by effectively utilizing antenna re-
sources.]]

Pair 2 Japanese [[A高画質な画像を形成できる ][B 画像形成装置を ][C 提供する。]]
Japanese (word-for-
word translation)

[[A High quality images form enable][B image formation device][C to
provide.]]

English [[C To provide][B an image formation device][A which enables high
quality images to be formed.]]

Figure 1: Example of sublanguage-specific bilingual sentences requiring global reordering. A, B, C are
the sentence segments constituting global sentence structures.

was combined with syntactic pre-ordering. A statistically significant improvement was observed against
the syntactic pre-ordering alone, and a substantial gain of more than 25 points in RIBES score against the
baseline was observed for both Japanese-to-English and English-to-Japanese translations, and the BLEU
scores remained comparable.

2 Related Work

The hierarchical phrase-based method (Chiang, 2005) is one of the early attempts at reordering for SMT.
In this method, reordering rules are automatically extracted from non-annotated text corpora during the
training phase, and the reordering rules are applied in decoding. As the method does not require syntactic
parsing and learns from raw text corpora, it is highly portable. However, this method does not specifically
capture global sentence structures.

The tree-to-string and string-to-tree SMTs are the methods which employ syntactic parsing, whenever
it is available, either for the source or for the target language to improve the translation of the language
pair (Yamada and Knight, 2001; Ambati and Chen, 2007). However, these methods too are not specifi-
cally designed for capturing global sentence structures.

The skeleton-based SMT is a method particularly focusing on the reordering of global sentence struc-
ture (Mellebeek et al., 2006; Xiao et al., 2014). It uses a syntactic parser to extract the global sentence
structure, or the skeleton, from syntactic trees, and uses conventional SMT to train global reordering.
Another related approach is the reordering method based on predicate-argument structure (Komachi et
al., 2006). However, the performance of sentence structure extraction tends to be low when the accuracy
of the syntactic parsing is low.

The syntactic pre-ordering is the state-of-the-art method which has substantially improved reordering
accuracy, and hence the translation quality (Isozaki et al., 2010b; Goto et al., 2015; de Gispert et al.,
2015; Hoshino et al., 2015). However, the adaptation of this method to a new domain requires manually
parsed corpora for the target domains. In addition, the method does not have a specific function for
capturing global sentence structure. Thus, we apply here our proposed global reordering model as a
preprocessor to this syntactic reordering method to ensure the capturing of global sentence structures.

3 Global Pre-ordering Method

We propose a novel global reordering method for capturing sublanguage-specific global sentence struc-
ture. On the basis of the finding that sublanguage-specific global structures can be detected using rela-
tively shallow analysis of sentences (Buchmann et al., 1984), we extract from the training set the n-grams
frequently occurring in sentences involving global reordering and use these n-grams to detect the global
structure of newly inputted sentences.
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Figure 2: An example of segments arranged in swap orientations for English to Japanese translation

For example, Figure 1 shows two sentence pairs in the training set that contain global reordering, where
the segments ABC in the source sentence must be reordered globally to CBA in the target sentence to
obtain structurally appropriate translations. With segment boundaries represented by the symbol ”|”, the
extraction of unigrams on both sides of the two segment boundaries of sentence E1 of Figure 1 yields

{provide, |, a} {apparatus, |, capable}.

When we input the sentence ”To provide a heating apparatus capable of maintaining the temperature,”
this is matched against the above unigrams. Thus, the segment boundary positions are detected as ”To
provide | a heating apparatus | capable of maintaining the temperature.” The detected segments are then
reordered globally to yield the sentence ”Capable of maintaining the temperature | a heating apparatus
| to provide,” which has the appropriate global sentence structure for the target Japanese sentence. Each
segment is then syntactically reordered before inputting to English-to-Japanese SMT.

The method consists of two steps. Step (i): we extract sentence pairs containing global reordering
from the training corpus. We call this subset of the training corpus the global reordering corpus. Step
(ii): we extract features from the source sentences of the global reordering corpus, and use these features
to detect the segments of newly inputted sentences. We then reorder these detected segments globally.
In step (ii), we experiment with a detection method based on heuristics, as well as a method based on
machine learning. Steps (i) and (ii) are described in the following subsections.

3.1 Extraction of Sentence Pairs Containing Global Reordering
We extract sentences containing global reordering from the training corpus and store them in the global
reordering corpus; they can subsequently be used for training and prediction. We consider that a sentence
pair contains global reordering if the segments in the target sentence appear in swap orientation (Galley
and Manning, 2008) to the source segments, when the sentences are divided into two or three segments
each. Figure 2 shows an example of a sentence pair involving global reordering with the sentence divided
into three segments. We take the following steps:

1. We divide each source and target sentence into two or three segments. The candidate segments start
at all possible word positions in the sentence. Here, a sentence pair consisting of K segments is
represented as (ϕ1, ϕ2 · · ·ϕK), where ϕk consists of the kth phrase of the source sentence and αk

th

phrase of the target sentence. These segments meet the standard phrase extraction constraint.
2. By referring to the alignment table, the source and target phrases of ϕk are considered to be in swap

orientation if αk = αk+1 + 1.
3. From the candidates produced in step1, we select all segments satisfying the conditions of step 2. If

there is more than one candidate, we select the segment candidate based on the head directionality of
the source sentence. For a head-initial language, such as English, we select the candidate for which
ϕK has the largest length. For a head-final language, such as Japanese, we select the candidate for
which ϕ1 has the largest length.
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ID n-grams len freq
m1 prevent, | 1 2217
m2 To, prevent, | 2 1002
m3 To, prevent, |, imperfect 3 120
m4 To, prevent, |, imperfect, coating 4 18

Figure 3: Example of n-gram matching against an input sentence containing two segments. The input
sentence is “To prevent imperfect coating and painting.”

3.2 Training and Prediction of Global Reordering

3.2.1 Heuristics-based Method
In the heuristics-based method, we extract n-grams from the source sentences of the global reordering
corpus and match these n-grams against a newly inputted sentence to perform global reordering. We
call this method heuristics-based, because automatic learning is not used for optimizing the extraction
and matching processes of the n-grams, but rather, we heuristically find the optimal setting for the given
training data. Below, we describe the extraction and matching processes.

N-gram extraction We extract n-grams occurring on both sides of the segment boundary between ad-
jacent segments ϕk and ϕk+1. In the heuristic-based method, n can assume different values in the
left- and right-hand sides of the segment boundary. Let B be the index of the first word in ϕk+1,
and f be the source sentence. Then the range of n-grams extracted on the left-hand side of f is as
follows where nL is the value n of the n-gram.

(fB−nL, fB−nL+1 · · · fB−1) (1)
Likewise, the range of n-grams extracted from the right-hand side of f is as follows where nR
denotes the value n of the n-gram.

(fB · · · fB+nR−2, fB+nR−1) (2)
Decoding The decoding process of our global reordering is based on n-gram matching. We hypothesize

that the matching candidate is more reliable (i) when the length of the n-gram matching is larger
and/or (ii) when the occurrence frequency of the n-grams is higher. Thus, we heuristically deter-
mine the following score where len denotes the length of n-gram matching and freq denotes the
occurrence frequency of the n-grams. We calculate the score for all matching candidates and select
the candidate that has the highest score.

log(freq) × len (3)
Figure 3 shows an example of the decoding process for an input sentence containing two segments,
i.e., K = 2, with one segment boundary. m1 through m4 are the n-grams matching the input
sentence “To prevent imperfect coating and painting,” where “|” denotes the position of the segment
boundary. The matching length is indicated by len which is the sum of nL and nR on both sides
of the segment boundary. For example, for m3, the occurrence frequency is given as 120 and len is
calculated such that len = nL + nR = 2 + 1 = 3. A score is calculated using equation 3 for all
candidates, m1 through m4, and the candidate obtaining the highest score is used to determine the
segment boundary.

3.2.2 Machine Learning-based Method
As the heuristic method involves intuitive determination of settings, which makes it difficult to optimize
the performance of the system, we introduce machine learning to facilitate the optimization of segment
detection. We regard segment boundary prediction as a binary classification task and use support vector
machine (SVM) models to perform training and prediction. We train an SVM model to predict whether
each of the word positions in the input sentence is a segment boundary by providing the features relating
to the word in question. We use two types of features, as described below, for SVMs, both for training
and prediction.
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Figure 4: Variation in the boundary prediction
accuracy for Japanese input
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Figure 5: Variation in the boundary prediction
accuracy for English input

• N-grams: Here, n-grams are extracted from both sides of the word under training/prediction. In
contrast to the heuristics-based method, for simplicity, we use here the same value of n for n-grams
in the left- and right-hand sides of the examined word. The n-grams used are as follows, where f is
the sentence, i is the index of the word in question, and n is the value n of n-grams.

(fi−n+1, fi−n+2 · · · fi · · · fi+n−1, fi+n) (4)
• Position in the sentence: The position of the word under training/prediction is provided as a feature.

This feature is introduced to differentiate multiple occurrences of identical n-grams within the same
sentence. The position value is calculated as the position of the word counted from the beginning of
the sentence divided by the number of words contained in the sentence. This is shown as follows,
where i denotes the index of the word in question and F is the number of words contained in the
sentence.

i

F
(5)

In the prediction process, we extract the features corresponding to the word position i and then input
these features to the SVM model to make a prediction for i. By repeating this prediction process for
every i in the sentence, we obtain a sentence with each position i marked either as a segment boundary
or as not a segment boundary. These predicted segments are then reordered globally to produce the
global sentence structure of the target language.

4 Experiments

In this section, we first describe the reordering configuration for depicting the effect of global pre-
ordering. We then describe the primary preparation of global reordering, followed by a description
of the settings used in our translation experiment.

4.1 Reordering Configuration
To illustrate the effect of introducing global pre-ordering, we evaluate the following four reordering
configurations: (T1) Baseline SMT without any reordering; (T2) T1 with global pre-ordering only. The
input sentence is globally pre-ordered, and this reordered sentence is translated and evaluated; (T3) T1
with conventional syntactic pre-ordering (Goto et al., 2015). The input sentence is pre-ordered using
conventional syntactic pre-ordering and the reordered sentence is translated and evaluated; and (T4) T1
with a combination of syntactic and global pre-ordering. The input sentence is globally pre-ordered, each
segment is reordered using syntactic pre-ordering and the reordered sentence is translated and evaluated.

4.2 Preparation of Global Reordering
In preparation for global pre-ordering, we calibrated the machine learning-based detection to determine
the optimal feature set for detecting segments. To determine the optimal feature set, we plotted the
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prediction accuracy with respect to the size of the global reordering corpus and value n of n-grams. As
our support vector machines, we used liblinear 1.94 (Fan et al., 2008) for training and prediction.

Figure 4 shows the variation in the prediction accuracy with respect to the size of the global reordering
corpus and the order of an n-gram for Japanese input. Figure 5 shows the same for English input. The
accuracy is the average accuracy of a ten-fold cross-validation for the global reordering corpus. From the
calibration shown in the tables, we select the settings producing the highest prediction accuracy, namely,
a value of five for the n of n-grams and a size of 100k for the global reordering corpus, for both Japanese
and English inputs.

4.3 Translation Experiment Setup
Data As our experimental data, we use the Patent Abstracts of Japan (PAJ), the English translations

of Japanese patent abstracts. We automatically align (Utiyama and Isahara, 2007) PAJ with the
corresponding original Japanese abstracts, from which we randomly select 1,000,000 sentence pairs
for training, 1,000 for development and 1,000 for testing. This training data for the translation
experiment are also used for training global reordering as described in the previous subsection. Out
of the 1,000 sentences in the test set, we extract the sentences that show any matching with the
n-grams and use these sentences for our evaluation. In our experiments, the number of sentences
actually used for evaluation is 300.

Baseline SMT The baseline system for our experiment is Moses phrase-based SMT (Koehn et al., 2007)
with the default distortion limit of six. We use KenLM (Heafield et al., 2013) for training language
models and SyMGIZA++ (Junczys-Dowmunt and Szal, 2010) for word alignment. The weights of
the models are tuned with the n-best batch MIRA (Cherry and Foster, 2012). As variants of the
baseline, we also evaluate the translation output of the Moses phrase-based SMT with a distortion
limit of 20, as well as that of the Moses hierarchical phrase-based (Chiang, 2005) SMT with the
default maximum chart span of ten.

Conventional syntactic pre-ordering Syntactic pre-ordering is implemented on the Berkeley Parser.
The input sentences are parsed using the Berkeley Parser, and the binary nodes are swapped by
the classifier (Goto et al., 2015). As a variant of conventional reordering, we also use a reordering
model based on the top-down bracketing transducer grammar (TDBTG) (Nakagawa, 2015). We
use the output of mkcls and SyMGIZA++ obtained during the preparation of the baseline SMT for
training TDBTG-based reordering.

Global pre-ordering Global pre-ordering consists of the detection of segment boundaries and the re-
ordering of the detected segments. Out of the 1,000,000 phrase-aligned sentence pairs in the train-
ing set for SMT, we use the first 100,000 sentence pairs for extracting the sentence pairs containing
global reordering. We only use a portion of the SMT training data due to the slow execution speed of
the current implementation of the software program for extracting sentence pairs containing global
reordering. We evaluate both the heuristic and the machine learning-based methods for comparison.

Evaluation metrics We use the RIBES (Isozaki et al., 2010a) and the BLEU (Papineni et al., 2002)
scores as evaluation metrics. We use both metrics because n-gram-based metrics such as BLEU
alone cannot fully illustrate the effects of global reordering. RIBES is an evaluation metric based
on rank correlation which measures long-range relationships and is reported to show much higher
correlation with human evaluation than BLEU for evaluating document translations between distant
languages (Isozaki and Kouchi, 2015).

5 Results

The evaluation results based on the present translation experiment are shown in Tables 1 and 2 for
Japanese-to-English and English-to-Japanese translations respectively, listing the RIBES and BLEU
scores computed for each of the four reordering configurations. The numbers in the brackets refer to
the improvement over the baseline phrase-based SMT with a distortion limit of six.

A substantial gain of more than 25 points in the RIBES scores compared to the baseline is observed for
both Japanese-to-English and English-to-Japanese translations, when global pre-ordering is used in con-

89



Table 1: Evaluation of Japanese-to-English translation where glob-pre denotes global pre-ordering and
pre denotes conventional syntactic pre-ordering, dl denotes distortion limit, HPB denotes hierarchical
phrase-based SMT and TDBTG denotes reordering based on top-down bracketing transduction gram-
mar. The bold numbers indicate a statistically insignificant difference from the best system performance
according to the bootstrap resampling method at p = 0.05 (Koehn, 2004).

Reordering config Settings Results
glob-pre pre SMT glob-pre pre RIBES BLEU

T1
PB dl=6 44.9 17.9

PB dl=20 53.7 (+8.8) 21.3 (+3.4)
HPB 54.9 (+10.0) 23.1 (+5.2)

T2
√ PB dl=6 heuristic 61.7 (+16.8) 19.6 (+1.7)

PB dl=6 SVM 61.0 (+16.1) 19.3 (+1.4)

T3
√ PB dl=6 TDBTG 64.6 (+19.7) 22.3 (+4.4)

PB dl=6 syntactic 64.9 (+20.0) 25.5 (+7.6)

T4
√ √ PB dl=6 heuristic syntactic 71.3 (+26.4) 25.3 (+7.4)

PB dl=6 SVM syntactic 72.1 (+27.2) 25.6 (+7.7)

Table 2: Evaluation of English-to-Japanese translation
Reordering config Settings Results

glob-pre pre SMT glob-pre pre RIBES BLEU

T1
PB dl=6 43.2 27.9

PB dl=20 54.4 (+11.1) 29.0 (+1.1)
HPB 59.1 (+15.8) 32.1 (+4.2)

T2
√ PB dl=6 heuristic 59.5 (+16.2) 28.4 (+0.5)

PB dl=6 SVM 65.3 (+22.1) 29.1 (+1.2)

T3
√ PB dl=6 TDBTG 77.7 (+34.5) 34.9 (+7.0)

PB dl=6 syntactic 76.1 (+32.8) 36.9 (+9.0)

T4
√ √ PB dl=6 heuristic syntactic 77.3 (+34.1) 36.5 (+8.6)

PB dl=6 SVM syntactic 77.7 (+34.5) 36.5 (+8.6)

junction with conventional pre-ordering. Also, the combination of global syntactic pre-ordering performs
significantly better than syntactic pre-ordering alone. The BLEU score is not as sensitive to the intro-
duction of global reordering, probably because the improvement is mainly concerned with long-distance
reordering. We will further discuss the matter of evaluation metrics in the following section.

Figure 6 shows typical translations of the four reordering configurations: T1, T2, T3 and T4. Com-
pared with the reference, the baseline (T1) fails to produce segment A and fails to output segments B and
C in the correct order. In addition, the word order within each segment is not appropriate. The baseline
with global pre-ordering (T2) successfully produces all three segments in the correct order, although the
quality within each segment is not improved. The translation using conventional pre-ordering alone (T3)
improves the local word order, while it fails to arrange the segments in the correct order. The transla-
tion with global and syntactic pre-ordering (T4) successfully produces the segments in the correct order,
while at the same time improving the word order in each of the segments.

6 Analysis

To evaluate the ability of our proposed method to produce appropriate sentence structures in translated
sentences, we count the number of sentences with correct global sentence structures among the translated
test sentences. We think this is an important figure because the failure to produce the correct global sen-
tence structure leads to inappropriate translation in most sublanguage-specific translations. We consider
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Reference: [A To provide] [B a toner cake layer forming apparatus] [C which forms a toner cake
layer having a high solid content and which can be actuated by an electrostatic printing engine.]
T1: [C Solid content of high toner cake layer for generating an electrostatic print engine operates
in] [B a toner cake layer forming device.]
T2: [A To provide] [B toner cake layer forming apparatus] [C of the solid content of high toner
cake layer for generating an electrostatic print engine can be operated.]
T3: [C For generating toner cake layer having a high solids content and] [A to provide] [B a toner
cake layer forming device] [C which can be operated by an electrostatic printing engine.]
T4: [A To provide] [B a toner cake layer forming device] [C for generating toner cake layer having
a high solid content, and operable by an electrostatic printing engine.]

Figure 6: Typical translations

Table 3: Number of correct global reordering in 100 test sentences

Reordering config Settings
Correct global reordering

in 100 test sentences

glob-pre pre SMT glob-pre pre
Japanese-to

English
English-to
Japanese

T1
PB dl=6 4 6

PB dl=20 12 15
HPB 11 28

T2
√ PB dl=6 heuristic 24 23

PB dl=6 SVM 31 26

T3
√ PB dl=6 TDBTG 21 59

PB dl=6 syntactic 27 67

T4
√ √ PB dl=6 heuristic syntactic 46 68

PB dl=6 SVM syntactic 58 63

that a translated sentence has a correct global sentence structure if it meets the following two criteria:
(a) The translated sentence actually has the sentence structure CBA, where the source sentence struc-
ture ABC must be reordered to CBA in the target sentence. All the segments must be present in the
correct order in the translated sentence; (b) All the words in each of the ABC segments in the source
sentence must appear in an undivided segment in the target sentence. We randomly select a portion of
the translated test sentences and manually counted the number of sentences meeting these criteria.

Table 3 shows the number of correct global reordering in Japanese-to-English and English-to-Japanese
translations out of the 100 sentences randomly selected from the test set. The table shows that T4, which
combines global and syntactic reordering, has a largely improved sentence structure compared with T1
and T2. In case of Japanese-to-English translation, the performance of T4 is much higher than T3, the
state-of-the-art reordering alone. In case of an English-to-Japanese translation, the performance of the
syntactic reordering is already considerably higher than the baseline and hence the performance of T4
is comparable to that of T3. The prominent improvement in BLEU scores by HPB observed in Tables
1 and 2 do not appear as prominent in Table 3, probably because HPB deals with more local reordering
which is reflected well by BLEU score, but does not contribute much to global reordering.

7 Conclusion

In this paper, we proposed a global pre-ordering method that supplements conventional syntactic pre-
ordering and improves translation quality for sublanguages. The proposed method learns global reorder-
ing models without syntactic parsing from a non-annotated corpus. Our experimental results on the
patent abstract sublanguage show substantial gains of more than 25 points in RIBES and comparable
BLEU scores for Japanese-to-English and English-to-Japanese translations.
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Abstract

This paper presents an improved lexicalized reordering model for phrase-based statistical ma-
chine translation using a deep neural network. Lexicalized reordering suffers from reordering
ambiguity, data sparseness and noises in a phrase table. Previous neural reordering model is suc-
cessful to solve the first and second problems but fails to address the third one. Therefore, we
propose new features using phrase translation and word alignment to construct phrase vectors to
handle inherently noisy phrase translation pairs. The experimental results show that our proposed
method improves the accuracy of phrase reordering. We confirm that the proposed method works
well with phrase pairs including NULL alignments.

1 Introduction

Phrase-based statistical machine translation (PBSMT) (Koehn et al., 2003) has been widely used in the
last decade. One major problem with PBSMT is word reordering. Since PBSMT models the translation
process using a phrase table, it is not easy to incorporate global information during translation. There
are many methods to address this problem, such as lexicalized reordering (Tillmann, 2004; Koehn et al.,
2007; Galley and Manning, 2008), distance-based reordering (Koehn et al., 2003), pre-ordering (Wu et
al., 2011; Hoshino et al., 2015; Nakagawa, 2015), and post-ordering (Sudoh et al., 2011). However, word
reordering still faces serious errors, especially when the word order greatly differs in two languages, such
as the case between English and Japanese.

In this paper, we focus on the lexicalized reordering model (LRM), which directly constrains reorder-
ing of phrases in PBSMT. LRM addresses the problem of a simple distance-based reordering approach in
distant language pairs. However, there are some disadvantages: (1) reordering ambiguity, (2) data spar-
sity and (3) noisy phrases pairs. Li et al. (2014) addressed the problem of reordering ambiguity and data
sparsity using a neural reordering model (NRM) that assigns reordering probabilities on the words of
both the current and the previous phrase pairs. Also, Cui et al. (2016) tackled the problem of reordering
ambiguity by including much longer context information on the source side than other LRMs including
NRMs to determine phrase orientations using Long Short-Term Memory (LSTM).

However, there are a large number of noisy phrase pairs in the phrase table. One of the deficiencies
of their NRMs is that they generated a phrase vector by simply embedding word vectors of the source
and target language phrases and did not consider the adequacy of the translation between the phrase pair
and the alignment of words in the phrases. It may be problematic especially when a phrase contains the
NULL alignment, such as “,” in “日本で ||| in Japan ,”. In addition, it is difficult to integrate the model
of Cui et al. (2016) into stack decoding because their model is now conditioned not only on the words of
each phrase pair but also on the history of decoded phrases. Furthermore, because they did not compare
their model with the original NRM of Li et al. (2014), it is possible that their model is inferior to the
previous approach.

This work is licenced under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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Therefore, we propose to use phrase translation probability and word alignment features for NRM to
address the problem of noisy phrase pairs. Both intrinsic and extrinsic experiments show that our features
indeed improve the original NRM. The main contributions of this paper are as follows:

• We propose a new NRM incorporating phrase translation probabilities and word alignment in a
phrase pair as features to handle inherently noisy phrase pairs more correctly.

• The experimental results show that our proposed method improves the accuracy of phrase reorder-
ing. In particular, the proposed method works well with phrase pairs including NULL alignments.

• We evaluate the proposed method on Japanese-to-English and English-to-Japanese translation using
automatic and human evaluation.

2 Lexicalized Reordering Models

Lexicalized reordering models (LRM) maintain a reordering probability distribution for each phrase pair.
Given a sequence of source phrases f = fa1

, . . . , fai
, . . . , faI

, we translate and reorder the phrases to
generate a sequence of target phrases e = e1, . . . , ei, . . . , eI . Here a = a1, . . . , aI expresses the align-
ment between the source phrase fai

and the target phrase ei. The alignment a can be used to represent
the phrase orientation o. Three orientations with respect to previous phrase (Monotone, Swap, Discontin-
uous) are typically used in lexicalized reordering models (Galley and Manning, 2008). However, because
global phrase reordering appears frequently in Japanese-to-English translation, Nagata et al. (2006) pro-
posed four orientations instead of three by dividing the Discontinous label. In Figure 1, we show four ori-
entations, called Monotone (Mono), Swap, Discontinuous-right (Dright) and Discontinuous-left (Dleft).
Using alignments ai and ai−1, orientation oi respected to the target phrases ei, ei−1 follows:

oi =


Mono (ai − ai−1 = 1)
Swap (ai − ai−1 = −1)
Dright (ai − ai−1 > 1)
Dleft (ai − ai−1 < −1)

(1)

If the reordering probability of every phrase is expressed as P (oi|fai
, ei), that of the sentence can be

approximated as

P (aI
1|e) =

I∏
i=1

P (oi|fai
, ei). (2)

LRM is a simple method to calculate the reordering probability for each phrase pair statistically.
However, the traditional lexicalized reordering model has the following disadvantages:

• High ambiguity: The phrase reordering orientation cannot be determined using only a phrase pair
fai

, ei, because the phrase reordering orientation may not be unique in a limited context.

• Data sparsity: The reordering probability is calculated for each phrase pair fai
, ei. The phrase pair,

which appears only once in training, amounts to 95%1 of the entire phrase table. The reordering
probability of these phrase pairs cannot be easily established.

• Noisy phrases: The reordering model does not consider the adequacy of the translation and the word
alignments in phrases. For example, almost identical phrase pairs such as “日本で ||| in Japan” and
“日本で ||| in Japan ,” are often found in a phrase table. The difference between them is whether the
phrase include “,” which corresponds to the NULL alignment. Phrase tables in a distant language
pairs like Japanese and English often contain the NULL alignment and mis-aligned words. On the
contrary, there are also many phrase pairs that have crossing alignments such as “日本で ||| in Japan”
and “日本で ||| Japan is.” These locally reversed alignments deteriorate reordering accuracy.

1We experimented in the Kyoto Free Translation Task.
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Figure 1: Four orientations, namely Monotone, Swap, Discontinuous-right and Discontinuous-left, are
shown. Monotone means that the source phrases fai

, fai−1
are adjoining and monotonic with respect

to the target phrases ei, ei−1. Swap means fai
, fai−1

are adjoining and swapping. Discontinuous-right
means fai

, fai−1
are separated and monotonic, and Discontinuous-left means fai

, fai−1
are separated

and swapping.

Li et al. (2013) proposed an NRM, which uses a deep neural network to address the problems of high
ambiguity and data sparsity. We describe the NRM in the next section and propose our model to improve
the NRM to address the problem of noisy phrases in Section 4.

3 Neural Reordering Model

Li et al. (2013) tackled the ambiguity and sparseness problem by distributed representation of phrases.
The distributed representation maps sparse phrases into a dense vector space where elements with similar
roles are expected to be located close to each other.

3.1 Distributed Representation of Phrases

Socher et al. (2011) proposed the recursive autoencoder, which recursively compresses a word vector
and generates a phrase vector with the same dimension as the word vector. We define a word vector of u
dimension x ∈ Ru, an encoding weight matrix We ∈ Ru×2u, and a bias term be. A phrase vector p1:2 is
constructed as follows:

p1:2 = f(We[x1;x2] + be) (3)

f is an activation function such as tanh, which is used in our experiments.
When a phrase consists of more than two words, we compute a phrase vector p1:n recursively from the

phrase vector p1:n−1 and the word vector xn.

p1:n = f(We[p1:n−1; xn] + be) (4)

We learn parameters to minimize the mean squared error between an input vector and the reconstructed
vector using the autoencoder.

3.2 Deep Neural Network for Reordering

The NRM consists of an input layer built upon recursive autoencoders and outputs orientation score using
a softmax layer (Li et al., 2013). An input is a concatenation of the current and previous phrase vectors
in each language p(fai

), p(ei), p(fai−1
), p(ei−1) and an output is the reordering score P (oi) from the
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Figure 2: An NRM considering phrase translation and word alignment. PT represents phrase translation
shown in Section 4.1 and WA (gray cells) represent the word alignment shown in Section 4.2.

softmax layer. All the phrases in the same language use the same recursive autoencoder.

P (oi) =
exp g(oi)

Σo′∈{M,S,Dr,Dl} exp g(o′)
(5)

g(oi) = f(Wr[PHi; PHi−1] + br) (6)

PHi = [p(fai
); p(ei)] (7)

Here, o ∈ {Mono, Swap, Dright, Dleft} expresses the classes of orientation described in Section 2.
Wr ∈ R1×4n is a weight matrix; PHi is a phrase pair vector, which concatenates the phrase vectors
p(fai

) and p(ei); and br is a bias term.
We calculate the error of the NRM Enrm(θ) in each phrase pair using cross entropy.

Enrm(θ) = −
∑

o

di(o) log P (o) (8)

where di is a correct reordering represented with a four-dimensional probability distribution. Each di-
mension corresponds to Mono, Swap, Dright, and Dleft.

Finally, we compute the total of error J(θ), which is the sum of four errors of the recursive autoencoder
Erae(θ) and the error of the NRM Enrm(θ). α is a hyper parameter controlling the trade-off between the
models, and λ is an L2 regularization coefficient.

J(θ) = αErae(θ) + (1− α)Enrm(θ) + λ||θ||2 (9)

4 NRM with Phrase Translation and Word Alignment

The reordering of the phrase pair depends on each fai
and ei. However, the NRM generates a phrase

vector merely by embedding a word vector, so that it does not take into account the adequacy of the
translation between the phrase pair nor the word alignments. Therefore, in this paper, we embed the
phrase translation probability and word alignments as features when we constitute a phrase pair. An
overview of the model is illustrated in Figure 2.

4.1 Phrase Translation
We represent the translation probabilities between the phrase pair fai

and ei in a four-dimensional vector
PT (fai

, ei) to consider the adequacy of the translation between the phrase pair.

PT (fai
, ei) = (P (ei|fai

), P (fai
|ei), lex(ei|fai

), lex(fai
|ei)) (10)
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Dimension Description
1 Word translation probability P (e|f)
2 Word translation probability P (f |e)
3 Whether the word to the left of the phrase
4 aligns to a word to the center of the phrase
5 where its position is to the right of the phrase
6 Whether the word aligns to the NULL word

Table 1: Word alignment information WA.

P (ei|fai
) and P (fai

|ei) represent the translation probability of the phrase of both directions; lex(ei|fai
)

and lex(fai
|ei) compute the average of the translation probability of the words in the phrase of both

directions.
We then concatenate the phrase pair vector PHi and the phrase translation vector PT (fai

, ei) to obtain
a new phrase pair vector PH ′

i by using a weight matrix Wt. Again, bt is a bias term.

PH ′
i = f(Wt[PHi; PT (fai

, ei)] + bt) (11)

4.2 Word Alignment
We define a new word vector x′, which incorporates word alignment information “WA” comprising six
dimensions to the word vector x to propagate alignment information to the phrase vector.

x′ = [x; WA] ∈ Ru+6 (12)

Word translation probabilities are represented in the first two dimensions, and the location of the word
alignment is represented in the following three dimensions. In addition, since some words are not aligned,
i.e., “NULL Alignment,” we create a special dimension corresponding to the NULL word.

Table 1 explains each dimension of WA. For example, the fourth dimension of WA of the word
“日本 (Japan)” in Figure 2 is 1 because the aligned word “Japan” is located at the center of the phrase.

5 Experiment

We conduct two kinds of experiments: intrinsic evaluation of reordering accuracy and extrinsic evalua-
tion of MT quality.

5.1 Setting
We use the Kyoto Free Translation Task2 (KFTT) for our experiment. It is a task for Japanese-to-English
translation that focuses on Wikipedia articles. We use KyTea3 (ver.0.4.7) for Japanese word segmentation
and GIZA++ (Och and Ney, 2003) with grow-diag-final-and for word alignment. We extract 70M phrase
bigram pairs and automatically annotate the correct reordering orientation using Moses (Koehn et al.,
2007). We filter out phrases that appear only once. We randomly divide the parallel corpus into training,
development, and test. We retain 10K instances for development and test and use 1M instances for
training.

We experimented 15, 25, 50, and 100-dimensional word vectors; 25-dimensional word vectors are
used in all experiments involving our model. Thus, we set the vector size of the recursive auto-encoder
to 31, to include the 25-dimensional word embeddings and the 6-dimensional WA. In a preliminary
experiment, we compare the performance of randomly initialized word vectors with that of word vectors
trained by the word2vec model4. Based on the result, we use word vectors trained by the word2vec
model because of the performance. The word2vec model is pre-trained on English and Japanese versions
of Wikipedia.

2http://www.phontron.com/kftt/
3http://www.phontron.com/kytea/
4https://code.google.com/archive/p/word2vec/
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Mono Swap Dright Dleft Acc.
The ratio of labels [%] 30.39 16.06 31.86 21.69
Baseline Lexicalized Reordering Model (LRM) 71.54 36.92 95.76 39.33 66.71

Neural Reordering Model (NRM) 77.06 57.60 70.31 60.63 68.22
Proposed Phrase Translation (NRM+PT) 76.70 59.78 71.34 60.07 68.53

Word Alignment (NRM+WA) 76.90 59.84 71.03 62.38 69.04
NRM+PT+WA 77.53 60.83 72.69 61.78 69.89

Table 2: Recall and accuracy of reordering phrases.

Data time Vocab size Unknown words Unknown phrases Acc.
size /epoch ja en ja en ja en

10K 2 min 4,906 4,820 44% 45% 61% 63% 63.50
50K 9 min 10,833 10,880 25% 36% 48% 51% 66.88

200K 35 min 18,239 18,375 13% 22% 36% 39% 68.45
1M 170 min 26,978 27,152 7.3% 13% 24% 28% 69.89

Table 3: Data size and the accuracy of reordering. Vocab size reflects the vocabulary in the training data.
The numbers of UNK words and UNK phrases are calculated in the test data. A pre-trained word2vec
vector was given as the initial value for UNK words. Vocab sizes of test data are en:3,583 and ja:3,470.
Phrase sizes of test data are en:8,187 and ja:7,945.

The pre-trained word2vec vector is also used to represent unknown words in the test data. If an
unknown word is not included in the word2vec vocabulary, an unknown word vector is used to represent
the word. In order to learn the unknown word vector, we randomly choose 1% of the words which
appeared only once in the training data. Table 3 shows the size of the vocabulary.

We tune the hyperparameters with the development data up to a maximum of 30 epochs. We use the
Adam optimizer with learning rate 0.0001. Our mini-batch size is 25. We drew the hyper parameter α
uniformly from 0.05 to 0.3 with the development data and used α = 0.12 in our experiments. We also
tried dropout but it did not show the improvements in our experiments.

We implemented the basic NRM and our proposed model using Chainer (Tokui et al., 2015) as a deep
learning toolkit. When running on a single CPU (Intel Xeon E5-2697 v3@2.6GHz), it took five days to
completely train a model.

5.2 Reordering Evaluation

Table 2 shows the accuracy of reordering. The performance of LRM is calculated from the reordering
table created during training5. The recall of Mono and Dright are high because LRM uses only a phrase
pair fai

, ei and tends to output major labels. On the other hand, NRMs succeed at estimating minor
labels because the score is calculated from the phrase bigram pairs. As a result, only the NRM recall of
Dright is inferior to LRM, and thus, the overall accuracy improves.

Furthermore, in NRMs, the use of phrase translation and the word alignment improves the accuracy
by 0.31 and 0.82 points, respectively. Considering both these features, the accuracy of NRM is improved
by 1.67 points.

5.2.1 Data Size
Table 3 shows accuracies according to the size of the training data. The larger the data size, the higher the
accuracy, because there are less unknown words and phrases. Note that LRM by Moses cannot calculate
phrase orientation score for unknown phrases. Unlike conventional LRM, NRMs can construct a phrase

5We mix training data in the test data when we calculate the accuracy of LRM because the score can be calculated only for
known phrases. Since the NRM can assign a score to unknown phrases, we use only the training data for NRMs.
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Figure 3: The accuracy of reordering at each epoch.

Mono Swap Dright Dleft Acc.
The rate of phrases including NULL Alignment [%] 25.8 45.9 40.8 44.5
NRM 66.84 57.67 66.79 58.18 62.83
NRM+PT+WA 66.71 62.14 70.56 62.42 66.05

Table 4: Recall and accuracy of reordering phrases that contain NULL alignment.

vector even if the phrase in the test data is not included in the training data. As a result, the accuracy of
the trained NRM is superior to that of LRM, only seeing 50K instances.

When we increase the size of the training data, the number of unknown words and unknown phrases
decreases and the accuracy is improved further. However, most of the unknown words in the training
corpus are named entities such as, “清水寺 (Kiyomizu-dera Temple),” which is a Japanese famous tem-
ple, because there are many traditional named entities in the KFTT corpus. Furthermore, it is possible
that a new unknown word not in the phrase table appears in decoding. Therefore we expect NRMs to
exhibit higher accuracy than LRM owing to their ability to recognize the unknown word.

5.2.2 Number of Epochs
Figure 3 shows the reordering accuracy at each epoch. Our proposed NRM+PT+WA method always
achieves better accuracy than the baseline method of NRM. The accuracy is maximized around the 10th
epoch in the test data. After that, the accuracy gradually decreases. The test loss shows the same tendency
(negatively correlated with accuracy).

5.2.3 Phrase Translation Probabilities
To investigate the relation between the phrase translation feature and accuracy of our proposed method,
we bin the test data into each phrase translation probability and evaluate the reordering accuracy.

As a result, the reordering accuracy does not improve in the cases where the translation probability
is either too high or too small (e.g., the probability is more than 0.1 or less than 0.001), but overall
performance improves a little. In a future study, we investigate as to why the translation probability is
helpful for a reordering model.

5.2.4 NULL Alignment
To investigate the relationship between the NULL alignment and the accuracy of our proposed method,
we evaluate only the instances when the target side phrases ei, ei−1 contain the words that have at least
one NULL alignment. There are 3,788 such instances in the test data.

Table 4 shows the rate of instances including the NULL alignment for each reordering orientation
and the accuracy of the corresponding reordering phrases. Considering each reordering orientation, the
proposed method improves the recall over the plain NRM by approximately 4 points in each orientation
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Method ja-en en-ja
BLEU RIBES WER BLEU RIBES WER

LRM 18.45 65.64 79.87 21.37 67.01 84.73
NRM 19.16∗ 66.30 79.15∗ 22.69∗ 68.64∗ 81.68∗

NRM+PT+WA 19.31∗ 66.39 78.90∗ 22.61∗ 68.65∗ 81.57∗

Table 5: Evaluation of translation quality. The symbols of * means statistically significant difference for
LRM in bootstrap resampling (p < 0.01).

of Swap, Dright, and Dleft, whereas that of Mono is not improved. This result suggests that the instances
of Mono are not affected much by the NULL alignment, because they contain less NULL alignment
(See the top row in Table 4). Overall, as compared with the NRM, our proposed method using phrase
translation and word alignment improves the accuracy by 3.17 points (1.5 points higher than that of all
the test data) for instances including the NULL alignment.

5.3 MT Evaluation

We investigate whether our reordering system improves translation accuracy. We use our reordering
model for N-best re-ranking and optimize BLEU (Papineni et al., 2002) using minimum error rate
training (MERT) (Och, 2003). We output a 1,000-best candidate list of translations that Moses gen-
erated for development data and replace the lexical reordering score of Moses with the score of the
proposed method. Then, we re-tune the weights of the Moses features using MERT again. BLEU-4,
RIBES (Isozaki et al., 2010a) and WER are used as measures for evaluation.

Table 5 shows the BLEU, RIBES and WER scores of the basic system and our proposed system. Bold
scores represent the highest accuracies. When we compare the plain NRM and the proposed method
with LRM, we confirm significant differences in BLEU, RIBES and WER scores on Japanese-to-English
and English-to-Japanese translations using bootstrap resampling. Unfortunately, the proposed method is
not able to identify significant differences in comparison with NRM. The reordering accuracy does not
necessarily relate to the translation accuracy because we make the training and test data without checking
the decoding step. We consider this to be partly of the reason why the BLEU score did not improve.

We conduct ablation tests to investigate which reordering orientation contributes most to BLEU score.
The results show that Swap, which contains mostly NULL alignment, accounts for 0.17 points of im-
provement of the BLEU score in the proposed method. Other labels contribute only 0.01 - 0.05 points.
Consequently, we consider that there is little influence on the translation results, because the change in
each label of reordering is small, although the reordering accuracy rate of the NRM and the proposed
method differ by 1.67 points.

In addition, we conducted human evaluation on Japanese-English translation by randomly choosing
100 sentences from test data. Two evaluators compared the proposed method with NRM fluency and
adequacy. As a result, the proposed method improved fluency (NRM:NRM+PT+WA = 17.5:20) but
not adequacy (NRM:NRM+PT+WA = 19:14.5). Although the outputs of two methods are similar, the
proposed method favored fluent translation and resulted in slight improvements in BLEU and RIBES.

6 Related Work

There are several studies on phrase reordering of statistical machine translation. They are divided into
three groups: in-ordering such as distance-based reordering (Koehn et al., 2003) and lexicalized reorder-
ing (Tillmann, 2004; Koehn et al., 2007; Galley and Manning, 2008), pre-ordering (Collins et al., 2005;
Isozaki et al., 2010b; Wu et al., 2011; Hoshino et al., 2015; Nakagawa, 2015), and post-ordering (Sudoh
et al., 2011). In-ordering is performed during decoding, pre-ordering is performed as pre-processing
before decoding and post-ordering is executed as post-processing after decoding. In this section, we
explain other reordering methods other than lexicalized reordering.

In early studies on PBSMT, a simple distance-based reordering penalty was used (Koehn et al., 2003).
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It worked fairly well for some language pairs with similar word order such as English-French but is
not appropriate for distant language pairs including Japanese-English. Lexicalized reordering model
(LRM) (Tillmann, 2004; Koehn et al., 2007; Galley and Manning, 2008) introduced lexical constraints
of the phrase reordering and not just penalizing long-distance reordering.

Pre-ordering methods can be divided into two types: (1) Rule-based preprocessing methods (Collins
et al., 2005; Isozaki et al., 2010b) parse source sentences and reorder the words using hand-crafted rules.
(2) Discriminative pre-ordering models (Tromble and Eisner, 2009; Wu et al., 2011; Hoshino et al., 2015;
Nakagawa, 2015) learn whether children of each node should be reordered using (automatically) aligned
parallel corpus. However, pre-ordering models cannot use the target language information in decoding.
Therefore, optimizing phrase ordering using target-side features like phrase translation probability and
word alignment is not possible, as done in our proposed method.

Post-ordering methods (Sudoh et al., 2011; Goto et al., 2012) are sometimes used in Japanese-to-
English translation. They first translate Japanese input into head final English texts, then reorder head
final English texts into English word orders. Post-ordering methods have the advantage of being able to
use syntactic features at low computational cost, but need an accurate parser on the target side.

7 Conclusion

In this study, we improved a neural reordering model in PBSMT using phrase translation and word
alignment. We proposed phrase translation and word alignment features to construct phrase vectors. The
experimental results demonstrate that our proposed method improves the accuracy of phrase reordering.
In addition, we showed that the proposed method was effective when phrase pairs included the NULL
alignment. Evaluation on Japanese-to-English and English-to-Japanese translations indicated that the
proposed method does not exhibits significant improvements in BLEU compared with those of the neural
reordering model (Li et al., 2014). In the future, we plan to integrate our reordering model into attentional
neural machine translations.
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Abstract 

 This paper presents our machine translation system that developed for the WAT2016 evaluation 

tasks of ja-en, ja-zh, en-ja, zh-ja, JPCja-en, JPCja-zh, JPCen-ja, JPCzh-ja. We build our system 

based on encoder–decoder framework by integrating recurrent neural network (RNN) and gate 

recurrent unit (GRU), and we also adopt an attention mechanism for solving the problem of in-

formation loss. Additionally, we propose a simple translation-specific approach to resolve the 

unknown word translation problem. Experimental results show that our system performs better 

than the baseline statistical machine translation (SMT) systems in each task. Moreover, it shows 

that our proposed approach of unknown word translation performs effectively improvement of 

translation results. 

1 Introduction 

Our system is constructed by using the framework of neural machine translation (NMT). NMT is a 

recently proposed approach to machine translation. Unlike the traditional SMT, the NMT aims at build-

ing a single neural network that can be jointly turned to maximize the translation performance (Kal-

chbrenner et al., 2013; Sutskever et al., 2014; Luong et al., 2014). 

Most of the existing NMT models are built based on Encoder-Decoder framework (Sutskever et al., 

2014; Luong et al., 2014). The encoder network encodes the source sentence into a vector, the decoder 

generates a target sentence. While early models encode the source sentence into a fixed-length vector. 

For instance, Bahdanau et al. advocate the attention mechanism to dynamically generate a context vector 

of the whole source sentence (Bahdanau et al., 2014) for improving the performance of the NMT. Re-

cently, a large amount of research works focus on the attention mechanism (Cheng et al., 2015; Firat et 

al., 2016). 

In this paper, we adopt RNN, GRU and attention mechanism to build an Encoder-Decoder network 

as our machine translation system. Figure 1 shows the framework of our NMT. 
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Figure 1: The framework of NMT. Where x and y denote embeddings of words in the source vocabu-

lary and target vocabulary respectively, h means the hidden state of Encoder RNN, s is the hidden 

state of decode RNN, ci is the context vector, a expresses the attention weight of each position. 
 

Experiment results show that our system achieved significantly higher BLEU scores compared to the 

traditional SMT system. 

2 System overview 

Figure 2 shows the structure of our NMT system. 
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Figure 2: The structure of our system 
 

Our system consists three parts: training part, decode part and the post-processing part of our proposed 

approach of unknown word processing. 

2.1 Word segmentation 

We use Stanford POS Tagger1 and Juman2 to do Chinese and Japanese segmentation processing, re-

spectively. For English word segmentation, we use Moses tokenizer3. 

All these tools are the same as baseline systems tools. 

2.2 Lookup table 

For each word of source sentence， we obtain its embedding by using the source vocabulary, and for 

each target word of being predicted, we obtain its embedding with the target vocabulary. The source 

vocabulary and target vocabulary were regarded as part of the Encoder-Decoder network and the word 

embeddings will be tuned together with other parameters. 

2.3 Encoder 

In the encoder part, in order to make the annotation of each position of the source sequence, it consists 

two parts, both of the preceding words and the following words. We use a bidirectional RNN (BiRNN) 

                                                 
1 http://nlp.stanford.edu/software/segmenter.shtml 
2 http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN 
3 https://github.com/moses-smt/mosesdecoder/tree/RELEASE-2.1.1 
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to encode the source sentence (Schuster et al., 1997). We selecting GRU as the update function of hidden 

states of the BiRNN, which was proposed by Cho et al. (Cho et al., 2014) to make each recurrent unit 

to adaptively capture dependencies of different time scales. 

2.4 Decoder 

The decoder is constructed with another RNN, we use this RNN to predict each target word and 

finally generate an output sequence as the translated result sentence. We also select GRU as the update 

function of this RNN. We use a context vector which is dynamically generated by the attention mecha-

nism (Bahdanau et al., 2014), as the input of the decode RNN. 

2.5 Tune 

After generating the output sequence, a softmax function is applied to calculate the cross-entropy as 

the cost which is used to compute grads of all parameters. We use the method of Adadelta (Zeiler et al., 

2012) to tune the parameters.  

2.6 Approach of Unknown Words translation problem 

As the size of vocabulary of target language is limited owing to decoding complexity, there may be 

unknown words from the target vocabulary in the translation processing. This is a key point of existing 

NMTs.  

In our system, we adopt a simple translation-specific approach to solve this problem. Firstly, we get 

a bilingual dictionary using GIZA++4.  In decoding, each word, including unknown words, in the trans-

lation are matched with each word in the source, Secondly, we find the source word corresponding to 

unknown word with largest score in the decoder attention mechanism. For each unknown word, our 

approach can automatically select its corresponding word in the source sentence according to its match-

ing scores. Then, we can use the translation of the corresponding source word to replace unknown word. 

3 Evaluation 

We participated in all tasks related to Chinese and Japanese and English. 

3.1 Dataset 

We use the given data of Asian Scientific Paper Excerpt Corpus (ASPEC)5 and JPO Patent Corpus 

(JPC)6 as show in table 1. 

 
Corpus Data Type Number of sentences 

ASPEC-JE TRAIN 3000000 

DEV 1790 

TEST 1812 

ASPEC-JC TRAIN 672315 

DEV 2090 

TEST 2107 

JPC-JE TRAIN 1000000 

DEV 2000 

TEST 2000 

JPC-JC TRAIN 1000000 

DEV 2000 

TEST 2000 

 

Table 1: Experimental dataset 

 

                                                 
4 http://code.google.com/p/giza-pp/ 
5 http://lotus.kuee.kyoto-u.ac.jp/ASPEC/ 
6 http://lotus.kuee.kyoto-u.ac.jp/WAT/patent/index.html 
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For long sentence, we discarded all of the sentences which length with more than 50 words on both 

source and target side.  

3.2 Training details 

We defined hyper-parameters for each task as follows: 

On ASPEC-JE corpus, the vocabulary size of English side is 40k while Japanese side is 30k. The 

number of hidden units is 1000 for both encoder and decoder. And the word embedding dimension is 

600 for English side and 500 for Japanese side. For reducing training time and giving full play to the 

advantages of GPU, we choice 128 sentences as a batch to train together. The dropout rate (Srivastava 

et al., 2014) in the last layer of the network is set to 0.5 to avoid overfitting. For reducing searching 

space, we use beam-search algorithm (Tillmann et al., 2003) in the decoder, the beam size is set to 10. 

On the other three corpuses, the hyper-parameters are the same, excepting the vocabulary size and 

word embedding dimension are different. They are set as fallows. 

On ASPEC-JC corpus, the vocabulary size of Chinese side is 20k while Japanese side is 20k. And the 

word embedding dimension is 500 for Chinese side and 500 for Japanese side. 

On JPC-JE corpus, the vocabulary size of English side is 30k while Japanese side is 30k. And the 

word embedding dimension is 500 for English side and 500 for Japanese side. 

On JPC-JC corpus, the vocabulary size of Chinese side is 30k while Japanese side is 30k. And the 

word embedding dimension is 500 for Chinese side and 500 for Japanese side. 

3.3 Evaluating results 

We evaluated the performance of our two systems, one is the NMT system named as GRUSearch,  

the other is NMT system named as GRUSearch+UNKreplace, which adopted unknown word solution 

processing. For comparison, we also conducted evaluation experiments by using the three baseline sys-

tems provided by the organizers: Phrase-based SMT, Tree-to-String SMT, Hierarchical Phrase-based 

SMT. 

For automatic evaluation, we use the standard BLEU and RIBES metrics. For human evalution, we 

use Pairwise Crowdsourcing Evaluation score provided by the organizers. The official evaluation results 

on ASPEC are shown in table 2, and the evaluation results on JPC are shown in table 3.  

 

Task System BLEU RIBES HUMAN 

en-ja PB SMT 29.80 0.692 -- 
HPB SMT 32.56 0.747 -- 
T2S SMT 33.44 0.758 -- 

GRUSearch 32.85 0.782 -- 
GRUSearch+UNKreplace 33.47 0.787 39.50 

Ja-en PB SMT 18.45 0.645 -- 
HPB SMT 18.72 0.651 -- 
T2S SMT 20.36 0.678 -- 

GRUSearch 17.67 0.679 -- 
GRUSearch+UNKreplace 18.34 0.690 19.25 

Zh-ja PB SMT 35.16 0.766 -- 
HPB SMT 35.91 0.799 -- 
T2S SMT 37.07 0.820 -- 

GRUSearch 37.83 0.837 -- 
GRUSearch+UNKreplace 39.25 0.846 49.00 

Ja-zh PB SMT 27.96 0.789 -- 
HPB SMT 27.71 0.809 -- 
T2S SMT 28.65 0.808 -- 

GRUSearch 28.21 0.817 -- 
GRUSearch+UNKreplace 30.57 0.830 46.25 

 

Table 2: Official automatic evaluation results on ASPEC 
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Task System BLEU RIBES HUMAN 

JPCen-

ja 

PB SMT 34.26 0.728 -- 
HPB SMT 36.61 0.779 -- 
T2S SMT 37.65 0.797 -- 

GRUSearch 40.00 0.833 -- 
GRUSearch+UNKreplace 41.16 0.840 39.50 

JPCja-

en 

PB SMT 30.80 0.730 -- 
HPB SMT 32.23 0.763 -- 
T2S SMT 34.40 0.793 -- 

GRUSearch 38.13 0.836 -- 
GRUSearch+UNKreplace 41.62 0.852 41.63 

JPCzh-

ja 

PB SMT 38.51 0.779 -- 
HPB SMT 39.52 0.802 -- 
T2S SMT 39.45 0.810 -- 

GRUSearch 38.24 0.820 -- 
GRUSearch+UNKreplace 39.72 0.831 32.25 

JPCja-

zh 

PB SMT 30.60 0.787 -- 
HPB SMT 30.26 0.788 -- 
T2S SMT 31.05 0.794 -- 

GRUSearch 31.03 0.819 -- 
GRUSearch+UNKreplace 31.49 0.823 -1.00 

 

Table 3: Official automatic evaluation results on JPC 

  

We also demonstrate the comparison results on BLEU and on RIBES in Figure 3 and Figure 4, sep-

arately. 

 
Figure 3: BLEU scores of all systems 

 

 
Figure 4: RIBES scores of all systems 
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As shown in the above tables and figures, our systems, both the GRUSearch+UNKreplace and GRU-

Search outperformed the baseline systems in most tasks. In addition, our system with unknown word 

solution, GRUSearch+UNKreplace performed much better than the system without the unknown word 

solution, GRUSearch. It is proved that our unknown word translation approach is effective. Therefore, 

we submitted GRUSearch+UNKreplace to WAT2016 for human evaluation. And all the Pairwise scores 

of our tasks except JPCja-zh are much bigger than zero, which further proved that GRUSearch+UN-

Kreplace performed better than baseline system. 

Specifically, in the JPCja-en task, GRUSearch+UNKreplace achieved an improvement of 7.22 of 

BLEU score, compared with T2S SMT. GRUSearch+UNKreplace also achieved an improvement of 

3.49 of BLEU, compared with GRUSearch. It means that the effectiveness of our unknown word reso-

lution achieved good performance by the support of a better attention network, and a better dictionary, 

which obtained from higher quality of training data.  

  However, our model shows great difference in different tasks, in two tasks, our system performs 

even worse than the baseline systems. It is considered that we need do more works to find the best hyper-

parameters of these tasks. The hyper-parameter optimization will be one of the most important tasks of 

our future work. 

4 Conclusion 

In this paper, we described our NMT system which used RNN and GRU, and we adopt the attention 

mechanism into the encoder–decoder network. We also presented a translation-specific approach to 

solve the unknown words translation problem. Experiment results show that our system performs good 

performance in most of the evaluation tasks. 

However, there exists some space to improve the performance of our system: The solution for dealing 

with unknown words is still an open question; Hyper-parameter optimization is one of the most   im-

portant tasks in NMT system.  We also will try to integrate morphological features such as part-of-

speech tags, syntactic dependency labels as input features into NMT systems, to improve model quality, 

aiming at further improvement of translation results.  
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Abstract 

System architecture, experimental settings and experimental results of the EHR group for the 
WAT2016 tasks are described. We participate in six tasks: en-ja, zh-ja, JPCzh-ja, JPCko-ja, 
HINDENen-hi and HINDENhi-ja. Although the basic architecture of our systems is PBSMT 
with reordering, several techniques are conducted. Especially, the system for the HINDENhi-ja 
task with pivoting by English uses the reordering technique. Because Hindi and Japanese are 
both OV type languages and English is a VO type language, we can use reordering technique to 
the pivot language. We can improve BLEU score from 7.47 to 7.66 by the reordering technique 
for the sentence level pivoting of this task. 

1 Introduction 

Reasonably sized bilingual corpus is needed for the training of a SMT system. Unfortunately, between 
most of the Asian language pairs, we do not have such corpora, except a few language pairs like between 
Japanese, Chinese and Korean. On the other hand, between English and most of the Asian languages, 
we can obtain a large-sized bilingual corpus. So, we can use pivoting techniques (Utiyama and Isahara, 
2007) for the SMT between Asian languages with English as the pivot language. HINDENhi-ja task of 
WAT2016 is an example. English is the VO type language and several Asian languages are OV type. 
Hindi and Japanese are both OV type languages. For the SMT between VO type and OV type languages, 
reordering technique is effective (Xu et al., 2009; Isozaki et al., 2010). We can use this reordering tech-
nique for SMT between OV type languages with a VO type pivot language. We apply this method to 
HINDENhi-ja task. 

We participate in en-ja, zh-ja, JPCzh-ja, JPCko-ja, HINDENen-hi and HINDENhi-ja tasks in 
WAT2016. We will describe overall architecture of our systems and experimental settings in section 2. 
We will focus on the pivoting technique with reordering in section 3. In section 4, we will show the 
experimental results. We will conclude our discussion in section 5. 

2 System architecture and experimental settings 

2.1 Overall system architecture 

Our basic system architecture is PBSMT (simply SMT) with reordering. We use Moses v. 3 (Koehn et 
al., 2003) for SMT tool and MGIZA++ v. 0.7.0 (Och and Ney, 2003; Gao and Vogel, 2008) for the 
alignment tool. Additional techniques used in our systems are listed in Table 1.  

Character-based segmentation (Hyoung-Gyu Lee et al., 2015) for Chinese, Korean and Japanese is 
used in addition to word-based segmentation for the SMT. RBMT plus SPE (statistical post-editing) 
technique (Ehara, 2007) is applied to the JPCzh-ja task. Reordering is used for all tasks except for the 

This work is licensed under a Creative Commons Attribution 4.0 International Licence. 
Licence details: http://creativecommons.org/licenses/by/4.0/ 
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JPCko-ja task, because of the word order similarity of Korean and Japanese. Pivoting is used for the 
HINDENhi-ja task. 

Task
Word-based
PBSMT

Character-
based
PBSMT

RBMT+SPE Reordering Pivoting

en-ja ✔ ✔

zh-ja ✔ ✔ ✔

JPCzh-ja ✔ ✔ ✔ ✔

JPCko-ja ✔ ✔

HINDENen-hi ✔ ✔

HINDENhi-ja ✔ ✔ ✔  
Table 1:  Used techniques for the tasks 

 

2.2 en-ja task and HINDENen-hi task 

Our English-Hindi or English-Japanese translation system is ordinary word-based SMT with reordering 
from a VO type language to an OV type language. Our reordering method is rule-based and basically 
same as (Ehara, 2015) in both tasks. Here, we briefly explain it. English sentences in training corpus are 
parsed in n-best (n=100) by the Berkeley parser v.1.7 (Petrov et al., 2006)1 and they are reordered in k-
best (k ≦ n)2 by our rule-based reordering tool. Next, we rerank k-best reordered English sentences by 
alignment score between English and Hindi or English and Japanese. In the last year’s work (Ehara, 
2015), we used WER to measure alignment score, however, this year, we use Kendall’s tau. Another 
new thing is that reordering process adopts iterative loop consisting of alignment and reranking. Change 
of Kendall’s tau by this iteration will be shown in section 4.1. 

For reordering of dev, devtest and test sentences, we use the LM score calculated by “query” com-
mand in Moses to rerank k-best reordered sentences. This LM is trained by the reordered training sen-
tences of the TM training corpus. This reranking method is common to Chinese reordering. 

For English sentence reordering, deleting articles (“a”, “an” and “the”) and adding two case markers 
(subject and object) (Isozaki et al., 2010) are applied, both in en-ja and HINDENen-hi tasks. 

We use Moses’ tokenizer for English tokenization, Indic NLP normalizer and tokenizer (Kun-
chukuttan et al., 2014) for Hindi tokenization and JUMAN (Kurohashi et al., 1994) for Japanese seg-
mentation. 

SMT training, tuning, and testing are done by Moses with the default settings. Alignment process in 
the reordering is done by Moses (MGIZA++) and self-built post processor for GIZA++ outputs. This 
post processor makes word alignment by heuristics using two GIZA++ outputs (A3.final) and two lexi-
cal translation tables (lex.f2e and lex.e2f) obtained by Moses. 

Experimental setting is as follows. Training data for SMT and reordering are provided from the or-
ganizer. The number of TM training sentence pairs in en-ja task are 1,502,767 shown in Table 2. We 
extract sentence pairs which have high sentence alignment score (≧0.08) from the three training corpora. 
We also filter out sentence pairs which are too long ( > 100 words) or have unbalanced sentence length 
(ratio of word numbers is > 4 or < 0.25 ). The latter filtering is common with all tasks. 

Task TM training LM training

en-ja 1,502,767 3,824,408

zh-ja 667,922 3,680,815

JPCzh-ja 995,385 4,186,284

JPCko-ja 996,339 5,186,284

HINDENen-hi 1,450,896 1,599,708

HINDENhi-ja 149,743 406,766  
Table 2: Training corpus size (sentences) 

(In HINDENhi-ja task, the corpus size is the case of direct translation without pivoting.) 
 

                                                 
1 Sentences unparsed by the Berkeley parser are n-best parsed by the Stanford lexicalized parser v.2.0.5 (Klein 
and Manning, 2003; Levy and Manning, 2003). 
2 Several different parse trees may make same reordered word order. Then k ≦ n. 
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The number of TM training sentence pairs in HINDENen-hi task are 1,450,896. We filter out 21,637 

strange sentence pairs such as hi: “à¤¸à¤   à¤ à¥ à¤°à¤¹ à¤¸à¥” and en: “Damping :” from the original 
training corpus. 

LM are trained by the tool lmplz in Moses with order 6. This LM training method is common with 
all tasks. The number of LM training sentences in the en-ja task are 3,824,408. They are extracted from 
all en-ja training corpora and HINDENhi-ja training corpus. The number of LM training sentences in 
the HINDENen-hi task are 1,599,708. They are extracted from HINDENen-hi training corpus and HIN-
DENhi-ja training corpus. 

The distortion limit for tuning and testing is 6. This DL value is same in all tasks except for JPCko-
ja task. 

2.3 zh-ja task and JPCzh-ja task 

Our Chinese-Japanese translation system is SMT with reordering. Additionally, JPCzh-ja task uses 
RBMT plus SPE system. In both tasks, our reordering method is basically same as the method described 
in section 2.2 except for the parsing rules and the reordering rules. For Chinese sentence reordering, 
deleting case markers of Japanese (“が”, “を” ,“は” and “は 、”) is done to improve Chinese-Japanese 
alignment accuracy. 

We use Stanford Chinese segmenter (Chang et al., 2008) to segment Chinese. We apply self-built 
post processor to the output of the Stanford segmenter. This post processor segments alphabetical, nu-
merical and symbolic expressions from Han expressions.  It also adjusts several segmentations for Han 
expressions, for example, “示于表” is segmented to “示 于 表”. We use JUMAN for Japanese segmen-
tation. We also add self-built post processor after JUMAN’s segmentation that connects forms that have 
the POS “名詞 サ変名詞” to the forms that have the POS “動詞 * サ変動詞”. It also connects forms 

that have the POS “動詞” to the forms that have the POS “接尾辞 動詞性接尾辞”. As the result, “備

えて いる” consisting of two morphemes comes to one morpheme. By these post processors, we can 
balance segmentation granularity between Chinese and Japanese.  

For character based SMT, we segment all Han characters only for the Chinese side. 
SMT training, tuning, and testing using reordered Chinese and Japanese corpus are done by Moses. 
RBMT system and SPE system for JPCzh-ja task are the same as in the previous work (Ehara, 2015). 
Two outputs from word based SMT and character based SMT are packed to lattice form using DP 

matching and the path which has the best LM score is selected as the system output. This method is 
similar but simpler than the Matusov’s method (Matusov et al., 2006). In the case of three outputs from 
word based SMT, character based SMT and RBMT plus SPE, this packing and selecting procedures are 
made twice. 

Experimental setting is as follows. Training data for SMT and reordering are provided from the or-
ganizer and NTCIR-10’s PatentMT task EJ subtask site (Goto et al. 2013). The number of TM training 
sentence pairs in zh-ja task are 667,922. They are extracted from zh-ja task data. The number of TM 
training sentence pairs in JPCzh-ja task are 995,385. They are extracted from JPCzh-ja task data.  

The number of LM training sentences in zh-ja task are 3,680,815. They are extracted from en-ja and 
zh-ja task data. The number of LM training sentences in JPCzh-ja task are 4,186,284. They are extracted 
from JPCzh-ja task data and NTCIR-10’s PatentMT task EJ subtask’s data. 

2.4 JPCko-ja task 

Korean and Japanese are both OV type language and have a very similar word order structure. So we 
don’t use reordering in this task. We use Mecab-ko3 for tokenization of Korean and JUMAN for seg-
mentation of Japanese. No Japanese post processor is used for the segmentation for word based SMT in 
this task. For character based SMT, we segment all characters both for Korean and Japanese. 

SMT training, tuning and test using Korean and Japanese corpus is done by Moses.  
One problem in JPCko-ja task is an unbalanced usage of parentheses between two languages. As 

described in (Ehara, 2015), there are mostly parentheses surrounding a number in Korean. On the other 
hand, there are mostly no parentheses surrounding a number in Japanese. We conduct three methods to 

                                                 
3 https://bitbucket.org/eunjeon/mecab-ko/ 
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address the problem. (1) All parentheses surrounding a number in the Korean side are deleted. (2) Pa-
rentheses are added to a number in the Japanese side not surrounded by parentheses and aligned to the 
number of the Korean side that is surrounded by parentheses. (3) Same as (2) to SMT phase and after 
decoding parentheses surrounding a number in the translated Japanese are deleted.  

Experimental setting is as follows. Training data for SMT and reordering are provided from the or-
ganizer and NTCIR-10’s PatentMT task EJ subtask site. The number of TM training sentence pairs in 
JPCko-ja task are 996,339. They are extracted from JPCko-ja task data.  

The number of LM training sentence pairs in JPCko-ja task are 5,186,284. They are extracted from 
JPCko-ja task data, JPCzh-ja task data and NTCIR-10’s PatentMT task EJ subtask’s data. 

The distortion limit for tuning and testing is set to 0, because the word order of Korean is similar to 
that of Japanese. 

2.5 HINDENhi-ja task 

Four methods of translation is executed for HINDENhi-ja task. (1) Ordinary PBSMT trained by Hindi-
Japanese bilingual corpus. (2) Using Hindi-English and English-Japanese bilingual corpora, pivoting by 
sentence level without reordering. (3) Same as (2) except for using reordering. (4) Pivoting by table 
level with reordering. 

Pivoting will be described in section 3. Here, we describe other techniques used in this task.  
Words in dev and test set not included in the training corpus (train-parallel.hi) is translated by an 

online free translator and from this translation list, we make a Hindi-Japanese user dictionary, which 
has 931 entries. This user dictionary is used in the TM training in addition to the training data. 

In the TM training of the case (1), we use filtered training data of HINDENhi-ja task. The filtering 

method is like the method described in section 2.2. For example, the datum hi: “इंटरफ़ेस िवक�” and 
ja: “ã      ªã ã ·ã §ã ³ > >” is discarded. As the result, we get 148,812 Hindi and Japanese sentence 
pairs. Adding user dictionary described above, we get 149,743 sentence pairs to train the TM. 

Japanese LM is trained not only by the task data but by the TED corpus (Cettolo, 2012)4. We extract 
260,501 sentences from the <content> part of ted_ja-20160408.xml. Sentences which include sentences 
in dev or test set are filtered out. As the result, we get 256,891 sentences. Adding Japanese side of the 
original training data of HINDENhi-ja task, we get 406,766 sentences to train the LM. 

SMT training, tuning, testing and pivoting are done by Moses. 

3 Pivoting 

For the sentence level pivoting, we use the English-Japanese SMT system described in section 2.2. The 
English side of the TM training data of HINDENen-hi task (1,450,896 sentences) is translated into Jap-
anese by this SMT system, without reordering (case (2)) or with reordering (case (3)). As the result, we 
get 1,450,896 Hindi and (machine translated) Japanese sentence pairs. Adding TM training corpus of 
HINDENhi-ja task, we get 1,600,639 sentence pairs to train the TM. 

For the table level pivoting, we merge two phrase tables and two reordering tables. They are Hindi-
English phrase table and Hindi-English reordering table used in the HINDENen-hi task and English-
Japanese phrase table and English-Japanese reordering table used in the en-ja task. Merging two phrase 
tables, we get Hindi-Japanese pivoted phrase table. Merging two reordering tables, we get Hindi-Japa-
nese pivoted reordering table.  

The merging method of the phrase tables is like the “triangulation” (Cohn and Lapata, 2007; Wu and 
Wang, 2007). Explicitly, four conditional probabilities in the Moses’ phrase table are computed as: 

∅(�|�) = � ∅(�|�) ∅(�|�)
�

 

���(�|�) = � ���(�|�) ���(�|�)
�

 

∅(�|�) = � ∅(�|�) ∅(�|�)
�

 

���(�|�) = � ���(�|�) ���(�|�)
�

 

                                                 
4 https://wit3.fbk.eu/ (accessed on 17th August 2016). 
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where, f, p and e means a source, pivot and target phrases, respectively. We discard data which have a 
low probability from the pivoted phrase table that is ∅(�|�)∅(�|�) <  0.000001. We merge this pivoted 
phrase table and the direct phrase table trained by the Hindi-Japanese parallel corpus (see section 2.5). 
In the merging, we use token frequencies of f and e obtained from two phrase tables. Considering  
∅�(�|�) be the conditional probability in the pivoted phrase table, ∅�(�|�) be the conditional probabil-

ity in the direct phrase table, F�(�) be the frequency of f in the pivoted phrase table and F�(�) be the 

frequency of f in the direct phrase table, we get the merged conditional probability:  

∅(�|�) =
∅�(�|�) F�(�) + ∅�(�|�) F�(�)

F�(�) +  F�(�)
. 

Other probabilities are similarly calculated. 
The merging method of the reordering tables is as follows. We assume that the source to target reor-

dering orientations are determined as in Table 3. Here we use the combination of three reordering ori-
entations: monotone (m), swap (s) and discontinuous (d) in the source to pivot reordering table (fp) and 
pivot to target reordering table (pe).  

fp＼pe m s d
m m s d
s s m s
d d s m  

Table 3: Source to target reordering orientations 
 

This table is simpler than the orientation table of (Patil et al., 2015), because of the word order similarity 
of Hindi (source) and Japanese (target). From this table, we can calculate orientation probabilities of 
source to target reordering table (fe) as: 

m (f → e) = � {m(f → p)m(p → e) + s(f → p)s(p → e) + d(f → p)d(p → e)}/�
�

 

s(f → e) = � {m(f → p)s(p → e) + s(f → p)m(p → e) + d(f → p)s(p → e) + s(f → p)d(p → e)}
�

/� 

d(f → e) = � {m(f → p)d(p → e) + d(f → p)m(p → e)}
�

/D 

where m(f → e), s(f → e)  and d(f → e)  are monotone, swap and discontinuous probabilities from 
source (f) to target (e) and D is a normalizing parameter such that m(f → e) +  s(f → e) + d(f → e) =
1. Inverse probabilities: m(e → f), s(e → f) and d(e → f) are similarly calculated. We merge this piv-
oted reordering table and the direct reordering table trained by the Hindi-Japanese parallel corpus (see 
section 2.5). The merging method is similar to the merging method of the phrase tables described above. 

4 Experimental results 

4.1 Results of iterative reordering 

We conduct iterative reordering consisting of reranking of k-best reordered sentences and alignment 
loop described in section 2.2 for en-ja, HINDENen-hi, .zh-ja and JPCzh-ja tasks. 

Changes of the average of Kendall’s tau of the alignment for JPCzh-ja task are shown in Figure 1. 
Kendall’s tau increases by the iteration but an amount of increase is small. 

 
Figure 1: Change of average of Kendall’s tau for JPCzh-ja task 
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For all tasks using the reordering, the number of iterations and average values of Kendall’s tau 
which are obtained by the last iteration are listed in Table 4. The Kendall’s tau of en-ja and HIN-
DENeh-hi tasks are rather low than that of zh-ja and JPCzh-ja tasks. 

Task Iteration Kendall's tau
en-ja 4 0.7655
zh-ja 4 0.9083
JPCzh-ja 8 0.8788
HINDENen-hi 4 0.8398  

Table 4: Number of iterations and average values of Kendall’s tau for the tasks 

4.2 Results of system combination 

For JPCzh-ja task, we combine three systems: word based SMT, character based SMT and RBMT plus 
SPE. We compare translation accuracy using devtest set by BLEU and RIBES. Table 5 shows these 
scores of several combinations of the systems. We can see our system combination is effective. 

 
No. System BLEU RIBES

1 word based SMT 42.07 82.91
2 char based SMT 41.82 83.03
3 RBMT + SPE 41.61 82.42
4 to combine 1 and 2 42.13 83.13
5 to combine 1, 2 and 3 42.42 83.16  

Table 5: Effect of system combination in JPCzh-ja task 

4.3 Translation evaluation results 

We submitted 12 systems’ outputs to the evaluation site. The system descriptions are summarized in 
Table 6. Official evaluation results of our systems by the organizer (Nakazawa et al., 2016) are listed in 
Table 7. Evaluation results of the top ranked system are also listed in the table for the comparison. 

For JPCzh-ja task, adding RBMT plus SPE increase BLEU score but decrease RIBES, AMFM and 
HUMAN scores. 

For JPCko-ja task, deleting parentheses surrounding a number in Korean side increase three automatic 
scores. Oppositely, adding parentheses surrounding a number in Japanese side increase HUMAN score. 

For HINDENhi-ja task, table level pivoting has higher BLEU and HUMAN score and lower RIBES 
and AMFM scores than sentence level pivoting. Comparing system 2 and 3 of HINDENhi-ja task, reor-
dering of pivot language (English) is effective with three automatic scores. Pivoting method (system 1, 
2 and 3) substantially increases automatic scores compared with the direct method (system 4). However, 
evaluation scores of this task are largely low compared with the scores of other tasks. 

 

Task
System
No.

Word-based
PBSMT

Character-
based
PBSMT

RBMT+SPE Reordering
Sentence
level
pivoting

Table level
pivoting

Parenthes
handling

en-ja 1 ✔ ✔

zh-ja 1 ✔ ✔ ✔

1 ✔ ✔ ✔ ✔

2 ✔ ✔ ✔

1 ✔ ✔ del
2 ✔ ✔ add & del
3 ✔ ✔ add

HINDENen-hi 1 ✔ ✔

1 ✔ ✔ ✔

2 ✔ ✔ ✔

3 ✔ ✔

4 ✔

JPCzh-ja

JPCko-ja

HINDENhi-ja

 
Table 6: System descriptions of the tasks 

 
Three systems are evaluated by the JPO adequacy. The system for JPCko-ja task has high JPO ade-

quacy score and systems for HINDENen-hi and HINDENhi-ja tasks have low JPO adequacy score. The 
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former system can translate more than 90% of sentences with 4 or 5 JPO adequacy score, however, the 
latter systems can only translate 10 or 20% of sentences with 4 or 5 JPO adequacy score (see Figure 2). 
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en-ja 1 31.32 0.7599 0.7467 39.000 55.250 --- 4.02
zh-ja 1 39.75 0.8437 0.7695 32.500 63.750 --- 3.94

1 41.05 0.8270 0.7350 35.500 ---
2 40.95 0.8280 0.7451 39.000 ---
1 71.51 0.9447 0.8664 -3.000 ---
2 68.78 0.9411 0.8517 --- ---
3 62.33 0.9271 0.8180 21.750 4.56

HINDENen-hi 1 11.75 0.6719 0.6508 0.000 57.250 2.48 2.55
1 7.81 0.5793 0.4681 13.750 2.00
2 7.66 0.5860 0.4731 10.000 ---
3 7.47 0.5823 0.4549 --- ---
4 2.36 0.4402 0.3628 --- ---

2.13

4.62

3.44JPCzh-ja

JPCko-ja

HINDENhi-ja

46.500

21.750

39.750

 
Table 7: Evaluation results (Segmenter for ja is JUMAN) 

 

 
Figure 2: Evaluation results by the JPO adequacy 

5 Conclusion 

System descriptions, experimental settings and experimental results of EHR group were described. We 
participate in the 6 tasks and submitted 12 systems’ outputs. We can recognize our translation techniques 
are effective. They are iterative reordering, system combination and pivoting with reordering. 

Several remaining issues are as follows. To improve parsing accuracy such that reordering accuracy 
be higher. To improve English-Hindi and Hindi-Japanese translation accuracy that are largely lower 
than that of other language pairs. To challenge machine translations for other Asian languages such as 
Indonesian, Thai, Vietnamese, Mongolian and so on. 
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Abstract
This year, the Nara Institute of Science and Technology (NAIST)/Carnegie Mellon University
(CMU) submission to the Japanese-English translation track of the 2016 Workshop on Asian
Translation was based on attentional neural machine translation (NMT) models. In addition to
the standard NMT model, we make a number of improvements, most notably the use of discrete
translation lexicons to improve probability estimates, and the use of minimum risk training to
optimize the MT system for BLEU score. As a result, our system achieved the highest translation
evaluation scores for the task.

1 Introduction

Neural machine translation (NMT; (Kalchbrenner and Blunsom, 2013; Sutskever et al., 2014)), creation
of translation models using neural networks, has quickly achieved state-of-the-art results on a number of
translation tasks (Luong and Manning, 2015; Sennrich et al., 2016a). In this paper, we describe NMT
systems for the Japanese-English scientific paper translation task of the Workshop on Asian Translation
(WAT) 2016 (Nakazawa et al., 2016a).

The systems are built using attentional neural networks (Bahdanau et al., 2015; Luong et al., 2015),
with a number of improvements (§2). In particular we focus on two. First, we follow the recent work of
Arthur et al. (2016) in incorporating discrete translation lexicons to improve the probability estimates of
the neural translation model (§3). Second, we incorporate minimum-risk training (Shen et al., 2016) to
optimize the parameters of the model to improve translation accuracy (§4).

In experiments (§5), we examine the effect of each of these improvements, and find that they both con-
tribute to overall translation accuracy, leading to state-of-the-art results on the Japanese-English transla-
tion task.

2 Baseline Neural Machine Translation Model

Our baseline translation model is the attentional model implemented in the lamtram toolkit (Neubig,
2015), which is a combination of the models of Bahdanau et al. (2015) and Luong et al. (2015) that
we found to be effective. We describe the model briefly here for completeness, and refer readers to the
previous papers for a more complete description.

2.1 Model Structure
Our model creates a model of target sentence E = e

|E|
1 given source sentence F = f

|F |
1 . These words

belong to the source vocabulary Vf , and the target vocabulary Ve respectively. NMT performs this
translation by calculating the conditional probability pm(ei|F, ei−1

1 ) of the ith target word ei based on
the source F and the preceding target words ei−1

1 . This is done by encoding the context ⟨F, ei−1
1 ⟩ as a

fixed-width vector ηi, and calculating the probability as follows:

pm(ei|F, ei−1
1 ) = softmax(Wsηi + bs), (1)

where Ws and bs are respectively weight matrix and bias vector parameters. The exact variety of the
NMT model depends on how we calculate ηi used as input, and as mentioned above, in this case we use
an attentional model.

119



First, an encoder converts the source sentence F into a matrix R where each column represents a single
word in the input sentence as a continuous vector. This representation is generated using a bidirectional
encoder

−→r j = enc(embed(fj),−→r j−1)
←−r j = enc(embed(fj),←−r j+1).

Here the embed(·) function maps the words into a representation (Bengio et al., 2006), and enc(·) is long
short term memory (LSTM) neural network (Hochreiter and Schmidhuber, 1997) with forget gates set to
one minus the value of the input gate (Greff et al., 2015). For the final word in the sentence, we add a
sentence-end symbol to the final state of both of these decoders

−→r |F |+1 = enc(embed(⟨s⟩),−→r |F |)
←−r |F |+1 = enc(embed(⟨s⟩),←−r 1).

Finally we concatenate the two vectors −→r j and←−r j into a bidirectional representation rj

rj = [←−r j ;−→r j ].

These vectors are further concatenated into the matrix R where the jth column corresponds to rj .
Next, we generate the output one word at a time while referencing this encoded input sentence and

tracking progress with a decoder LSTM. The decoder’s hidden state hi is a fixed-length continuous
vector representing the previous target words ei−1

1 , initialized as h0 = r|F |+1. This is used to calculate
a context vector ci that is used to summarize the source attentional context used in choosing target word
ei, and initialized as c0 = 0.

First, we update the hidden state to hi based on the word representation and context vectors from the
previous target time step

hi = enc([embed(ei−1); ci−1], hi−1). (2)

Based on this hi, we calculate a similarity vector αi, with each element equal to

αi,j = sim(hi, rj). (3)

sim(·) can be an arbitrary similarity function. In our systems, we test two similarity functions, the dot
product (Luong et al., 2015)

sim(hi, rj) := h⊺
i rj (4)

and the multi-layered perceptron (Bahdanau et al., 2015)

sim(hi, rj) := w⊺
a2tanh(Wa1[hi; rj ]), (5)

where Wa1 and wa2 are the weight matrix and vector of the first and second layers of the MLP respec-
tively.

We then normalize this into an attention vector, which weights the amount of focus that we put on
each word in the source sentence

ai = softmax(αi). (6)

This attention vector is then used to weight the encoded representation R to create a context vector ci for
the current time step

ci = Rai.

Finally, we create ηi by concatenating the previous hidden state with the context vector, and perform-
ing an affine transform

ηi = Wη[hi; ci] + bη,

Once we have this representation of the current state, we can calculate pm(ei|F, ei−1
1 ) according to

Equation (1). The next word ei is chosen according to this probability.
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2.2 Parameter Optimization
If we define all the parameters in this model as θ, we can then train the model by minimizing the negative
log-likelihood of the training data

θ̂ = argmin
θ

∑
⟨F, E⟩

∑
i

− log(pm(ei|F, ei−1
1 ; θ)).

Specifically, we use the ADAM optimizer (Kingma and Ba, 2014), with an initial learning rate of
0.001. Minibatches of 2048 words are created by sorting sentences in descending order of length and
grouping sentences sequentially, adding sentences to the minibatch until the next sentence would cause
the minibatch size to exceed 2048 words.1 Gradients are clipped so their norm does not exceed 5.

Training is allowed to run, checking the likelihood of the development set periodically (every 250k
sentences processed), and the model that achieves the best likelihood on the development set is saved.
Once no improvements on the development set have been observed for 2M training sentences, training
is stopped, and re-started using the previously saved model with a halved learning rate 0.0005. Once
training converges for a learning rate of 0.0005, the same procedure is performed with a learning rate of
0.00025, resulting in the final model.

2.3 Search
At test time, to find the best-scoring translation, we perform beam search with a beam size of 5. At each
step of beam search, the best-scoring hypothesis remaining in the beam that ends with the sentence-end
symbol is saved. At the point where the highest-scoring hypothesis in the beam has a probability less
than or equal to the best sentence-ending hypothesis, search is terminated and the best sentence-ending
hypothesis is output as the translation.

In addition, because NMT models often tend to be biased towards shorter sentences, we add an op-
tional “word penalty” λ, where each hypothesis’s probability is multiplied by eλ|E′| for comparison with
other hypotheses of different lengths. This is equivalent to adding an exponential prior probability on the
length of output sentences, and if λ > 0, then this will encourage the decoder to find longer hypotheses.

3 Incorporating Discrete Lexicons

The first modification that we make to the base model is incorporating discrete lexicons to improve
translation probabilities, according to the method of Arthur et al. (2016). The motivation behind this
method is twofold:

Handling low-frequency words: Neural machine translation systems tend to have trouble translating
low-frequency words (Sutskever et al., 2014), so incorporating translation lexicons with good cov-
erage of content words could improve translation accuracy of these words.

Training speed: Training the alignments needed for discrete lexicons can be done efficiently (Dyer et
al., 2013), and by seeding the neural MT system with these efficiently trained alignments it is easier
to learn models that achieve good results more quickly.

The model starts with lexical translation probabilities pl(e|f) for individual words, which have been
obtained through traditional word alignment methods. These probabilities must first be converted to a
form that can be used together with pm(ei|ei−1

1 , F ). Given input sentence F , we can construct a matrix
in which each column corresponds to a word in the input sentence, each row corresponds to a word in
the VE , and the entry corresponds to the appropriate lexical probability:

LF =

 pl(e = 1|f1) · · · pl(e = 1|f|F |)
...

. . .
...

pl(e = |Ve||f1) · · · pl(e = |Ve||f|F |)

 .

1It should be noted that it is more common to create minibatches with a fixed number of sentences. We use words here
because the amount of memory used in processing a minibatch is more closely related to the number of words in the minibatch
than the number of sentences, and thus fixing the size of the minibatch based on the number of words leads to more stable
memory usage between minibatches.
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This matrix can be precomputed during the encoding stage because it only requires information about
the source sentence F .

Next we convert this matrix into a predictive probability over the next word: pl(ei|F, ei−1
1 ). To do so

we use the alignment probability a from Equation (6) to weight each column of the LF matrix:

pl(ei|F, ei−1
1 ) = LFai =

 pl(e = 1|f1) · · · plex(e = 1|f|F |)
...

. . .
...

pl(e = Ve|f1) · · · plex(e = Ve|f|F |)


 ai,1

...
ai,|F |

 .

This calculation is similar to the way how attentional models calculate the context vector ci, but over a
vector representing the probabilities of the target vocabulary, instead of the distributed representations of
the source words.

After calculating the lexicon predictive probability pl(ei|ei−1
1 , F ), next we need to integrate this prob-

ability with the NMT model probability pm(ei|ei−1
1 , F ). Specifically, we use pl(·) to bias the probability

distribution calculated by the vanilla NMT model by adding a small constant ϵ to pl(·), taking the loga-
rithm, and adding this adjusted log probability to the input of the softmax as follows:

pb(ei|F, ei−1
1 ) = softmax(Wsηi + bs + log(pl(ei|F, ei−1

1 ) + ϵ)).

We take the logarithm of pl(·) so that the values will still be in the probability domain after the softmax is
calculated, and add the hyper-parameter ϵ to prevent zero probabilities from becoming −∞ after taking
the log. We test various values including ϵ = {10−4, 10−5, 10−6} in experiments.

4 Minimum Risk Training

The second improvement that we make to our model is the use of minimum risk training. As mentioned in
Section 2.2 our baseline model optimizes the model parameters according to maximize the likelihood of
the training data. However, there is a disconnect between the evaluation of our systems using translation
accuracy (such as BLEU (Papineni et al., 2002)) and this maximum likelihood objective.

To remove this disconnect, we use the method of Shen et al. (2016) to optimize our systems directly
using BLEU score. Specifically, we define the following loss function over the model parameters θ for a
single training sentence pair ⟨F, E⟩

LF,E(θ) =
∑
E′

err(E, E′)P (E′|F ; θ),

which is summed over all potential translations E′ in the target language. Here err(·) can be an arbitrary
error function, which we define as 1 − SBLEU(E, E′), where SBLEU(·) is the smoothed BLEU score
(BLEU+1) proposed by Lin and Och (2004). As the number of target-language translations E′ is infinite,
the sum above is intractable, so we approximate the sum by randomly sampling a subset of translations
S according to P (E|F ; θ), then enumerating over this sample:2

LF,E(θ) =
∑
E′∈S

err(E, E′)
P (E′|F ; θ)∑

E′′∈S P (E′′|F ; θ)
.

This objective function is then modified by introducing a scaling factor α, which makes it possible to
adjust the smoothness of the distribution being optimized, which in turn results in adjusting the strength
with which the model will try to push good translations to have high probabilities.

LF,E(θ) =
∑
E′∈S

err(E, E′)
P (E′|F ; θ)α∑

E′′∈S P (E′′|F ; θ)α
.

In this work, we set α = 0.005 following the original paper, and set the number of samples to be 20.
2The actual procedure for obtaining a sample consists of calculating the probability of the first word P (e1|F ), sampling the

first word from this multinomial, and then repeating for each following word until the end of sentence symbol is sampled.
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ML (λ=0.0) ML (λ=0.8) MR (λ=0.0)
Attent Lex (ϵ) B R Rat. B R Rat. B R Rat.

(1) dot No 22.9 74.4 89.9 24.7 74.3 100.9 25.7 75.4 97.3
(2) dot Yes (10−4) 23.0 74.6 91.0 24.5 74.2 100.4 25.3 75.3 99.2
(3) dot Yes (10−5) 23.8 74.6 91.4 25.1 74.2 100.4 25.9 75.5 98.0
(4) dot Yes (10−6) 23.7 74.4 92.1 25.3 74.3 99.6 26.2 76.0 98.6
(5) MLP Yes (10−4) 23.7 75.3 88.5 25.5 75.2 97.9 26.9 76.3 98.8
(6) MLP Yes (10−5) 23.7 75.1 90.5 25.3 74.8 98.6 26.4 75.9 97.7
(7) MLP Yes (10−6) 23.9 74.6 89.4 25.8 74.6 99.3 26.3 75.7 97.3
(8) (2)-(7) Ensemble - 27.3 75.8 99.8 29.3 77.3 97.9

Table 1: Overall BLEU, RIBES, and length ratio for systems with various types of attention (dot prod-
uct or multi-layer perceptron), lexicon (yes/no and which value of λ), training algorithm (maximum
likelihood or minimum risk), and word penalty value.

5 Experiments

5.1 Experimental Setup

To create data to train the model, we use the top 2M sentences of the ASPEC Japanese-English training
corpus (Nakazawa et al., 2016b) provided by the task. The Japanese size of the corpus is tokenized
using KyTea (Neubig et al., 2011), and the English side is tokenized with the tokenizer provided with the
Travatar toolkit (Neubig, 2013). Japanese is further normalized so all full-width roman characters and
digits are normalized to half-width. The words are further broken into subword units using joint byte
pair encoding (Sennrich et al., 2016b) with 100,000 merge operations.

5.2 Experimental Results

In Figure 1 we show results for various settings regarding attention, the use of lexicons, training criterion,
and word penalty. In addition, we calculate the ensemble of 6 models, where the average probability
assigned by each of the models is used to determine the probability of the next word at test time.

From the results in the table, we can glean a number of observations.

Use of Lexicons: Comparing (1) with (2-4), we can see that in general, using lexicons tends to provide
a benefit, particularly when the ϵ parameter is set to a small value.

Type of Attention: Comparing (2-4) with (5-7) we can see that on average, multi-layer perceptron at-
tention was more effective than using the dot product.

Use of Word Penalties: Comparing the first and second columns of results, there is a large increase in
accuracy across the board when using a word penalty, demonstrating that this is an easy way to
remedy the length of NMT results.

Minimum Risk Training: Looking at the third column, we can see that there is an additional increase
in accuracy from minimum risk training. In addition, we can see that after minimum risk, the
model produces hypotheses that are more-or-less appropriate length without using a word penalty,
an additional benefit.

Ensemble: As widely reported in previous work, ensembling together multiple models greatly improved
performance.

5.3 Manual Evaluation Results

The maximum-likelihood trained ensemble system with a word penalty of 0.8 (the bottom middle sys-
tem in Table 1) was submitted for manual evaluation. The system was evaluated according to the official
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WAT “HUMAN” metric (Nakazawa et al., 2016a), which consists of pairwise comparisons with a base-
line phrase-based system, where the evaluated system receives +1 for every win, -1 for every tie, 0 for
every loss, these values are averaged over all evaluated sentences, then the value is multiplied by 100.
This system achieved a manual evaluation score of 47.50, which was slightly higher than other systems
participating in the task. In addition, while the full results of the minimum-risk-based ensemble were
not ready in time for the manual evaluation stage, a preliminary system ensembling the minimum-risk-
trained versions of the first four systems (1)-(4) in Table 1 was also evaluated (its BLEU/RIBES scores
were comparable to the fully ensembled ML-trained system), and received a score of 48.25, the best in
the task, albeit by a small margin.

6 Conclusion

In this paper, we described the NAIST-CMU system for the Japanese-English task at WAT, which
achieved the most accurate results on this language pair. In particular, incorporating discrete transla-
tion lexicons and minimum risk training were found to be useful in achieving these results.
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Abstract

This paper describes the NICT-2 translation system for the 3rd Workshop on Asian Translation.
The proposed system employs a domain adaptation method based on feature augmentation. We
regarded the Japan Patent Office Corpus as a mixture of four domain corpora and improved the
translation quality of each domain. In addition, we incorporated language models constructed
from Google n-grams as external knowledge. Our domain adaptation method can naturally in-
corporate such external knowledge that contributes to translation quality.

1 Introduction

In this paper, we describe the NICT-2 translation system for the 3rd Workshop on Asian Translation
(WAT2016) (Nakazawa et al., 2016a). The proposed system employs Imamura and Sumita (2016)’s
domain adaptation technique, which improves translation quality using other domain data when the target
domain data is insufficient. The method employed in this paper assumes multiple domains and improves
the quality inside the domains (cf., Section 2).

For WAT2016, the Japan Patent Office (JPO) Corpus can be regarded as multi-domain data because it
includes chemistry, electricity, machine, and physics patents with their domain ID, and thus it is suitable
for observing the effects of domain adaptation. WAT2016 provides the JPO corpora in Japanese and
English (Ja-En), Japanese and Chinese (Ja-Zh), and Japanese and Korean (Ja-Ko) pairs. We used Ja-
En and Ja-Zh pairs in order to add Asian Scientific Paper Experts Corpus (ASPEC) (Nakazawa et al.,
2016b) as a fifth domain.1 The relationship between the corpora and domains used in this paper is shown
in Table 1.

# of Sentences (Ja-En pair) # of Sentences (Ja-Zh pair)
Corpus Domain Training Development Test Training Development Test
JPC Chemistry 250,000 500 500 250,000 500 500

Electricity 250,000 500 500 250,000 500 500
Machine 250,000 500 500 250,000 500 500
Physics 250,000 500 500 250,000 500 500

ASPEC ASPEC 1,000,000 1,790 1,812 672,315 2,090 2,107

Table 1: Bilingual Corpora and Domains

The remainder of this paper is organized as follows. Section 2 briefly reviews our domain adaptation.
Section 3 describes the proposed translation system, including preprocessing, training, and translation.
Section 4 explains experimental results focusing on the effects of domain adaptation.

This work is licenced under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/

1The ASPEC corpus is provided in Ja-En and Ja-Zh pairs.
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Figure 1: Structure of Augmented Feature Space; hc and hi denote subvectors of the feature vector
h(e, f). wc and wi denote subvectors of the weight vector w. Φc(e, f) and Φi(e, f) are feature functions
that return feature subvectors (cf., Section 2.2).

2 Domain Adaptation

We used the domain adaptation method proposed by Imamura and Sumita (2016). This method adapts a
weight vector by feature augmentation (Daumé, 2007) and a feature vector using a corpus-concatenated
model. Since this method only operates in feature space, it can be applied to various translation strategies,
such as tree-to-tree translation. In this study, we applied it to phrase-based statistical machine translation
(PBSMT) (Koehn et al., 2003; Koehn et al., 2007).

2.1 Adaptation of Weight Vector by Feature Augmentation

Most statistical machine translation employs log-linear models that interpolate feature function values
obtained from various submodels, such as phrase tables and language models (LMs). The likelihood of
a translation is computed as follows:

log P (e|f) ∝ w · h(e, f), (1)

where h(e, f) denotes a feature vector and w denotes its weight vector.
Figure 1 shows a feature space structure of feature augmentation. When we translate texts of D

domains, the feature space is segmented into D + 1 subspaces: common, domain 1, · · · domain D. A
feature vector (subvector) of each subspace is the same as that of a normal translator, i.e., feature function
values obtained from phrase tables and language models.

Features of each translation hypothesis are deployed to different spaces depending on the domain of
the input data. For example, features obtained from domain 1 data are deployed to the common and
domain 1 spaces. Features obtained from domain 2 data are deployed to the common and domain 2
spaces. In other words, features are always deployed to the common spaces.

We obtain the weight vector w by optimizing a feature matrix of development data acquired by the
above process. This weight vector is optimized to each domain. When we translate test data of domain
i, only the subspaces of the common and domain i (i.e., subvectors wc and wi) are used.

2.2 Adaptation of Feature Vector using Corpus-Concatenated Model and Single-Domain Models

Our domain adaptation method adapts the feature function h(e, f) by changing submodels according to
the feature spaces.
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• For the common space, where all domain features are located, we use a model trained from a
concatenated corpus of all domains (i.e., the corpus-concatenated model) to obtain the features.

• For the domain spaces, where only the domain specific features are located, we use models trained
from specific domain data (i.e., single-domain models) to obtain the features.

The procedure is summarized as follows.

1. The training corpora of all domains are concatenated. From this corpus, the corpus-concatenated
model is trained. This includes all submodels, such as phrase tables, language models, and lexical-
ized reordering models. Similarly, the single-domain models are trained from the training corpus of
each domain.

2. In feature augmentation, the scores obtained from the corpus-concatenated model are deployed to
the common space as the feature function values, while those from the single-domain models are
deployed to the domain spaces.

We represent the augmented feature space as follows:

h(f, e) = ⟨hc,h1, . . . ,hi, . . . ,hD⟩, (2)

where hc denotes a feature vector of the common space, and hi denotes a feature vector of the
domain i space. The feature vector Φc(f, e) obtained from the corpus-concatenated model is always
located in the common space. The feature vector Φi(f, e) is located in the domain-specific space i
iff the domain of an input sentence is matched to i.

hc = Φc(f, e), (3)

hi =

{
Φi(f, e) if domain(f ) = i
∅ otherwise.

(4)

3. A feature matrix is obtained by translating a development set, and the weight vector w is acquired
by optimizing the feature matrix.

4. For decoding, phrase pairs are first retrieved from both the corpus-concatenated and single-domain
phrase tables. Use of the corpus-concatenated phrase table reduces the number of unknown words
because phrase pairs appearing in other domains can be used to generate hypotheses.

5. During search of the best hypothesis, the likelihood of each translation hypothesis is computed using
only the common space and domain-specific space of the input sentence.

2.3 Implementation Notices
There are some notices for applying the proposed method to phrase-based statistical machine translation.

Empty Value In the proposed method, several phrases appear in only one of the phrase tables of the
corpus-concatenated and single-domain models. The feature functions are expected to return appropriate
values for these phrases. We refer to these as empty values.

Even though an empty value is a type of unknown probability and should be computed from the
probability distribution of the phrases, we treat it as a hyper-parameter. In other words, an empty value
was set experimentally to maximize the BLEU score of a development corpus. Since the BLEU scores
were almost stable between -5 and -10 in our preliminary experiments, we used -7 for all settings. If this
value is regarded as a probability, it is exp(−7) ≈ 0.0009.

Very Large Monolingual Corpora In machine translation, monolingual corpora are easier to obtain
than bilingual corpora. Therefore, language models are sometimes constructed from very large monolin-
gual corpora. They can be regarded as corpus-concatenated models that contain various domains. When
we introduce models constructed from external knowledge, they are located in the common space while
increasing the dimension. We introduce language models constructed from Google n-grams in Section
4.

128



Japanese English Chinese
Pr

ep
ro

ce
ss

in
g Character Normalization NFKC Normalization of Unicode

Tokenizer MeCab Moses Toolkit Stanford Segmenter
TrueCaser - Moses Toolkit -
PreOrderer (1) Top-Down BTG

(2) Developed by NICT, for Patents (w/ Berkeley Parser)

Tr
ai

ni
ng

Phrase Tables The same as the baseline system of WAT2016.
Lex. Reordering Models The same as the baseline system of WAT2016.
Language Models (1) 5-gram model built from the target side of the bilingual corpora.

(2) Google n-gram (2) Google n-gram -
Optimization K-Best Batch MIRA

Tr
an

sl
at

io
n Decoder Clone of Moses Decoder

DeTrueCaser - Moses Toolkit -
DeTokenizer - Moses Toolkit -

Table 2: Summary of Preprocessing, Training, and Translation

Optimization Imamura and Sumita (2016) proposed joint optimization and independent optimization.
We employ independent optimization, which can use existing optimizers.

3 System Description

In this section, we describe the preprocessing, training, and translation components of the proposed
system (Table 2).

3.1 Preprocessing

Preprocessing is nearly the same as the baseline system provided by the WAT2016 committee. However,
preorderers are added because our system is phrase-based with preordering. We used Nakagawa (2015)’s
Top-Down Bracketing Transduction Grammar (TDBTG) trained by the JPO corpus as the preorderer
without external knowledge. For the preorderer with external knowledge, we used the one developed
in-house (Chapter 4.5 of Goto et al. (2015)),2 which was tuned for patent translation.

3.2 Training and Optimization

We used the Moses toolkit (Koehn et al., 2007) to train the phrase tables and lexicalized reordering
models. We used multi-threaded GIZA++ for word alignment.

For the language models of the corpus-concatenated and single-domain models, we constructed 5-
gram models from the target side of the bilingual corpora using KenLM (Heafield et al., 2013). In
addition, we included the Google n-gram language models for Japanese and English as the external
knowledge. These are back-off models estimated using maximum likelihood. The Japanese model was
constructed from Web Japanese N-gram Version 1,3 and the English model was constructed from Web
1T 5-gram Version 1 (LDC2006T13).

For optimization, we used k-best batch MIRA (Cherry and Foster, 2012).

3.3 Translation

The decoder used here is a clone of the Moses PBSMT decoder. It accepts feature augmentation, i.e., it
can use multiple submodels and set an empty value.

2This preorderer modifies word order based on parse trees output by the Berkeley parser (Petrov et al., 2006; Petrov and
Klein, 2007).

3http://www.gsk.or.jp/catalog/gsk2007-c/
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JPC
Method Ja-En En-Ja Ja-Zh Zh-Ja
Single-Domain Model 34.58 38.06 33.35 39.54
Corpus Concatenation 35.64 38.61 34.27 40.96
Domain Adaptation 35.68 39.03 34.64 41.09

Table 3: BLEU Scores on JPO Corpus (official scores)

JPC
Method Ja-En En-Ja Ja-Zh Zh-Ja
Single-Domain Model 35.12(-) 37.40(-) 31.96(-) 38.15(-)
Corpus Concatenation 36.22 38.03(-) 32.92(-) 39.68(-)
Domain Adaptation 36.29 38.48 33.36 39.85

Table 4: BLEU Scores on JPO Corpus (MultEval scores)

4 Experimental Results

For evaluation, we used two toolkits based on BLEU (Papineni et al., 2002). One is the official BLEU
scores provided by the WAT2016 committee. Because the official tool cannot measure a significance
level of two systems, we also used the MultEval tool (Clark et al., 2011), which can measure significance
levels based on bootstrap resampling. Since we represent the mean scores of three optimizations, the
MultEval scores differ from the official scores.

4.1 JPO Corpus (without External Knowledge)

For JPO corpus experiments, we did not use external knowledge and compared translations of the single-
domain model, corpus concatenation, and domain adaptation. The JPO corpus was divided into four
domains (chemistry, electricity, machine, and physics). Tables 3 and 4 show the results evaluated by the
official scorer and MultEval tools, respectively. The symbol (-) indicates that the score was significantly
degraded compared to that of the domain adaptation (p < 0.05). Note that test sentences of each domain
were translated using the corresponding models, and the BLEU score was computed by concatenating
all test sentences as a document.

Results are presented in Table 4. Corpus concatenation corresponds to typical translation quality where
only the JPO corpus was used. The single-domain model scores were inferior to the corpus concatenation
scores because the corpus sizes were reduced by one-quarter. In contrast, the domain adaptation scores
for most language pairs improved significantly and the domain adaptation was successful.

4.2 JPO and ASPEC Corpora (with External Knowledge)

Next, we conducted experiments using five domains with the JPO and ASPEC corpora. In these exper-
iments, we evaluated the effects of external knowledge using the Google n-gram language model. The
results are shown in Tables 5 and 6.

We first describe the effects of external knowledge, as shown in Table 6. In Table 6, the upper and lower
halves show the BLEU scores before and after adding the Google n-gram language model, respectively.
By adding the Google n-gram LMs, 0.27, 0.82, and 0.12 BLEU scores were improved on average in the
JPO domains of Ja-En, En-Ja and Zh-Ja pairs, respectively. In the ASPEC domain, −0.03, 0.56, and
0.67 BLEU scores were improved. Except for the Ja-En pair of the ASPEC domain, the Google n-gram
language model contributed to translation quality. The Japanese model tends to be suitable for JPO and
ASPEC domains compared to the English model.

Next, we focused on the effect of domain adaptation with the Google n-gram LMs. In most cases,
domain adaptation worked effectively except for the Ja-En pair of the ASPEC domain because the BLEU
scores improved or were maintained the same level compared to those of the single-domain model and
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JPC ASPEC
LM Method Ja-En En-Ja Ja-Zh Zh-Ja Ja-En En-Ja Ja-Zh Zh-Ja
w/o Single-Domain Model 33.67 38.75 33.27 40.06 21.54 33.97 30.12 39.33
GN Corpus Concatenation 35.49 39.18 33.94 41.08 20.90 33.11 29.66 37.84

Domain Adaptation 35.96 40.14 34.64 41.93 21.34 34.21 29.97 39.51
w/ Single-Domain Model 33.99 39.63 40.47 21.64 34.59 40.01
GN Corpus Concatenation 35.73 40.23 41.31 20.80 33.78 38.30

Domain Adaptation 36.06 40.90 41.87 21.54 34.67 40.02

Table 5: BLEU Scores on JPO and ASPEC Corpora (official scores)

JPC ASPEC
LM Method Ja-En En-Ja Ja-Zh Zh-Ja Ja-En En-Ja Ja-Zh Zh-Ja
w/o Single-Domain Model 33.90(-) 38.19(-) 31.78(-) 38.74(-) 22.79 34.80 29.47(+) 38.96(-)
GN Corpus Concatenation 35.81(-) 38.62(-) 32.76(-) 39.96(-) 22.20(-) 33.94(-) 28.95(-) 37.62(-)

Domain Adaptation 36.25 39.58 33.53 40.76 22.80 34.91 29.28 39.18
w/ Single-Domain Model 34.35(-) 39.04(-) 38.90(-) 22.87(+) 35.42 39.74(-)
GN Corpus Concatenation 36.03(-) 39.48(-) 40.14(-) 22.10(-) 34.55(-) 38.15(-)

Domain Adaptation 36.40 40.32 40.77 22.74 35.36 39.87

Table 6: BLEU Scores on JPO and ASPEC Corpora (MultEval scores)

corpus concatenation. However, we confirmed that the effects of the ASPEC domain were less than those
of the JPO domains because the score did not improve significantly. This is because the ASPEC domain
uses one million bilingual sentences; thus, domain adaptation could not contribute to the high-resource
domains.

5 Conclusions

We have described the NICT-2 translation system. The proposed system employs Imamura and Sumita
(2016)’s domain adaptation. In this study, we regarded the JPO corpus as a mixture of four domains and
improved the translation quality. Although we added the ASPEC corpus as a fifth domain, the effects
were not significant. Our domain adaptation can incorporate external knowledge, such as Google n-gram
language models. The proposed domain adaptation can be applied to existing translation systems with
little modification.
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Abstract 

 Japan Patent Information Organization (JAPIO) participates in scientific paper subtask 
(ASPEC-EJ/CJ) and patent subtask (JPC-EJ/CJ/KJ) with phrase-based SMT systems which are 
trained with its own patent corpora.  Using larger corpora than those prepared by the workshop 
organizer, we achieved higher BLEU scores than most participants in EJ and CJ translations of 
patent subtask, but in crowdsourcing evaluation, our EJ translation, which is best in all automatic 
evaluations, received a very poor score.  In scientific paper subtask, our translations are given 
lower scores than most translations that are produced by translation engines trained with the in-
domain corpora.  But our scores are higher than those of general-purpose RBMTs and online 
services.  Considering the result of crowdsourcing evaluation, it shows a possibility that CJ SMT 
system trained with a large patent corpus translates non-patent technical documents at a practical 
level. 

1 Introduction 

Japan Patent Information Organization (JAPIO) provides a patent information service named GPG-FX2, 
which enables users to do cross-lingual information retrieval (CLIR) on patent documents by translating 
English and Chinese patents into Japanese and storing the translations in a full-text search engine. 

For this purpose, we use a rule-based machine translation (RBMT) system and a phrase-based statis-
tical machine translation (SMT) system for English-to-Japanese and Chinese-to-Japanese translation 
respectively.  To improve translation quality, we have been collecting technical terms and building par-
allel corpora, and the current corpora sizes are 250 million sentence pairs for English-Japanese (EJ) and 
100 million for Chinese-Japanese (CJ).  We have also built a Korean-Japanese (KJ) corpus which con-
tains about 5 million sentence pairs for adding Korean-to-Japanese translation to enable searching Ko-
rean patents as well. 

The Japan Patent Office (JPO) and National Institute of Information and Communications Technol-
ogy (NICT) have also built very large parallel corpora in patent domain.  Their EJ, CJ and KJ corpora 
whose sizes are 350, 130 and 80 million sentence pairs are available at ALAGIN3 for research purposes.  
Considering this trend, we think it important to make a research on a methodology to use very large 
parallel corpora for building a practical SMT system, as well as a research for creating a framework that 
can provide high automatic evaluation scores using a corpus of small size.  This consideration led us to 
attend the 3rd Workshop on Asian Translation (WAT2016) (Nakazawa et al, 2016) in order to confirm 
the effectiveness of our own large patent parallel corpora. 

                                                 
1 Guest researcher 
2 http://www.japio.or.jp/service/service05.html  
3 https://alaginrc.nict.go.jp/  
 
This work is licensed under a Creative Commons Attribution 4.0 International License. License details: 
http://creativecommons.org/licenses/by/4.0/  
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2 Systems 

We used two SMT systems to produce translations for the workshop. 
The first one is a phrase-based SMT toolkit licensed by NICT (Utiyama and Sumita, 2014).  It in-

cludes a pre-ordering module, which changes word order of English and Chinese source sentences into 
a head-final manner to improve translation into Japanese.  We used it for EJ and CJ translation. 

The second is Moses (Koehn et al., 2007), which is used for KJ translation.  We used no morpholog-
ical analyser for tokenizing Korean sentences.  Instead, we simply decompose them into tokens which 
consist of only one Hangul character, and add a special token which represents a blank.  To tokenize 
Japanese sentences, we used juman version 7.0 (Kurohashi et al., 1994).  Distortion limit is set to 0 when 
the decoder runs whatever MERT estimates because of linguistic similarity between Korean and Japa-
nese. 

In addition, we include the following post-editing functions depending on translation directions and 
subtasks: 

- Changing Japanese punctuation marks “、” to commas, and some patent-specific expressions 
to what are common in scientific papers (ASPEC-EJ/CJ) 

- Recovering lowercased out-of-vocabularies (OOVs) to their original spellings (EJ) 
- Balancing unbalanced parentheses (KJ) (Ehara, 2015) 

3 Corpora and Training of SMT 

Our patent parallel corpora, hereafter JAPIO corpora, are built automatically from pairs of patent spec-
ifications called “patent families,” which typically consists of an original document in one language and 
its translations in other languages.  Sentence alignment is performed by an alignment tool licensed by 
NICT (Utiyama and Isahara, 2007). 

When we decided to attend WAT2016, we had EJ and CJ SMT systems which were built for research 
purposes, whose maximum training corpus sizes were 20 and 49 million sentence pairs respectively, and 
we thought what we had to do was to translate test sets except for KJ patent subtask.  However, we 
found that about 24% and 55% of sentences in the patent subtask test sets were involved in JAPIO 
corpora for EJ and CJ respectively4.  Although we built our corpora independently from those of Japan 
Patent Office corpora (JPC), a similarity to use patent-family documents may have led the situation.  In 
order to make our submission to WAT more meaningful, we determined that we would publish auto-
matic evaluation results of translations by the above SMT systems, but would not ask for human evalu-
ation, and started retraining of SMT systems with corpora which exclude sentences in JPC test sets. 

By the deadline of submission, we finished training CJ SMT with 4 million sentence pairs.  As for EJ 
SMT, we finished training with 5 million sentence pairs, and added 1 million sentences of JPC corpus 
for an extra result. 

In the case of KJ patent subtask, JAPIO corpus contains only 0.6% of JPC test set sentences, which 
are smaller than that of JPC training set4.  So we used our KJ corpus without removing sentences con-
tained in JPC test set.  One thing we’d better to mention here is that 2.6 million sentence pairs out of 5 
million, and 2.3 million out of 6 million, were filtered by corpus-cleaning of Moses because of limitation 
for maximum number of tokens per sentence.  This is because we tokenized Korean sentences not by 
morphological analysis but based on Hangul characters. 

As for scientific paper subtask, we did not use ASPEC corpus (Nakazawa et al, 2016), which is pro-
vided for this task, but used only our patent corpus.  Since ASPEC corpus and our corpus were built 
from different data sources, our EJ corpus contains no sentence of ASPEC-EJ test set, and CJ corpus 
contains only 2 sentences of CJ test set.  Therefore, we used SMT systems which are trained with our 
original corpora.  For a submission of EJ translations, we chose a result translated by an SMT which 
was trained with 10 million sentence pairs because its BLEU score was higher than that with 20 million 
sentence pairs. 

Finally, all development sets used in MERT process are from our corpora, whose sizes are about 
3,000, 5,000 and 1,900 for EJ, CJ and KJ respectively. 

                                                 
4 JPC training sets contain 1.1%, 2.3% and 1.0% of sentences of EJ, CJ and KJ test sets respectively. 
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4 Results 

Table 1 shows official evaluation results for our submissions5. 

On patent subtask, the result shows that using a larger corpus does not necessarily lead to a higher 
BLEU score.  Translation with our 5 million corpus achieved a lower score than that with 1 million JPC 
corpus in JPC-KJ subtask although training with our corpora achieved higher BLEU scores than most 
of the participants in EJ and CJ translations.  In addition, those for KJ translations are lower than many 
of the task participants although our corpus is much larger than JPC corpus.  In crowdsourcing evalua-
tion, our EJ result, which received best scores in all automatic evaluations among the results submitted 
for human evaluation, received a poorer score than we expected. 

On scientific paper subtask, we cannot achieve scores which are comparable with scores of translations 
that are produced by translation engines trained with ASPEC corpora.  However, our scores are higher 
than those of general-purpose RBMTs and online services.  Considering the result of crowdsourcing evalu-
ation, this suggests a possibility that a CJ SMT system trained with a large patent corpus translates non-
patent technical documents at a practical level even though the used resource is out of domain. 

# Subtask System Corpus Size
(million) BLEU RIEBS AMFM HUMAN

1 JAPIO-a JAPIO-test 5 45.57 0.851376 0.747910 17.750
2 JAPIO-b JAPIO-test+JPC 6 47.79 0.859139 0.762850 26.750
3 JAPIO-c JAPIO 5 50.28 0.859957 0.768690 －

4 JAPIO-d JPC 1 38.59 0.839141 0.733020 －

5 JAPIO-a JAPIO-test 3 43.87 0.833586 0.748330 43.500
6 JAPIO-b JAPIO-test 4 44.32 0.834959 0.751200 46.250
7 JAPIO-c JAPIO 49 58.66 0.868027 0.808090 －

8 JAPIO-d JPC 1 39.29 0.820339 0.733300 －

9 JAPIO-a JAPIO 5 68.62 0.938474 0.858190 -9.000
10 JAPIO-b JAPIO+JPC  6 70.32 0.942137 0.863660 17.500
11 JAPIO-c JPC  1 69.10 0.940367 0.859790 －

12 JAPIO-a JAPIO 10 20.52 0.723467 0.660790 4.250
13 Online x － － 18.28 0.706639 0.677020 49.750
14 RBMT x － － 13.18 0.671958 － －

15 JAPIO-a JAPIO 49 26.24 0.790553 0.696770 16.500
16 Online x － － 11.56 0.589802 0.659540 -51.250
17 RBMT x － － 19.24 0.741665 － －

JPC-EJ

JPC-CJ

JPC-KJ

ASPEC-EJ

ASPEC-CJ

 
Table 1: Official Evaluation Results 

5 Discussion 

5.1 Error Analysis of Patent Subtask 
We analysed errors which are involved in translations of EJ, CJ and KJ patent subtask by comparing our 
translations with the given references.  Analysed translations are the first 200 sentences of each test set, 
and are from translation #1(EJ), #6(CJ) and #9(KJ) in Table 1. 

Table 2 shows the result.  Numbers of mistranslation for content words are comparable although that 
of KJ is less than those of EJ and CJ.  This type of error can only be resolved by adding translation 
examples to a training corpus.  Other errors which are critical in EJ and CJ translation are mistranslation 

                                                 
5 Scores of BLEU, RIEBS and AMFM in the table are those calculated with tokens segmented by juman.  Evalu-
ation results of an online service and RBMT systems are also listed for the sake of comparison in ASPEC-EJ and 
CJ subtasks. 

135



of functional words and errors of part of speech (POS) and word order which seem due to errors in pre-
ordering.  This suggests that improvement of pre-ordering might be more effective to better translation 
quality than increasing parallel corpora for EJ and CJ translation, which seems compatible with a future 
work derived from an analysis of crowdsourcing evaluation, which shows a poor correlation between 
automatic and human evaluations in JPC-EJ, and JPO adequacy evaluation.   

 

Error Type EJ CJ KJ
Insertion 0 0 6
Deletion 4 9 1
OOV 6 9 2
Mistranslation(content word) 44 41 30
Mistranslation(functional word) 21 51 0
Pre-ordering 33 45 0
Other 6 7 2
Total 114 162 41  

Table 2: Errors of patent subtask 
 

5.2 Error Analysis of Scientific Paper Subtask 
We analysed errors of translations in EJ and CJ scientific paper subtask from a viewpoint of domain 
adaptation.  As described in section 3, what we used to train SMTs for this subtask are not ASPEC 
corpora but our patent corpora.  Therefore, some of the mistranslations must be recognized as domain-
specific errors.  That is, words and expressions which appear frequently in scientific papers but seldom 
in patent documents must have tendencies to be mistranslated.  Similarly, what appear frequently in 
patents but seldom in papers and what appear frequently in both domains but are often translated differ-
ently might also be mistranslated.  We call these types of error as “type A” and “type B” error respec-
tively.  Table 3 shows their examples.  In example 1, word “paper(academic article)”  is mistranslated 
as “紙(physical paper),” which can be categorized as a type A error.  Word “discusses” is mistranslated 
as “開示されている(disclose),” which can be categorized as a type B error.  Example 2 shows another 
type B error, where word “我们(we)” is mistranslated as “本発明者ら(the inventors).” 

 
 

Source This paper discusses the mechanism of the heat return reaction.

Reference 熱戻り反応の機構を議論した

MT この紙は，熱戻り反応の機構が開示されている。

Source

由此，伴随中国乡镇向城市化发展而增加的环境负荷，我们从大气污染角度

着手并利用环境库兹涅茨曲线进行环境分析，再将与他发达国家的城市环

境相比较，探讨了降低环境负荷的可能性。

Reference

このような状況から,中国の都市化に伴う環境負荷の増大について大気汚染に

着目して環境クズネック曲線を用いて分析し,先進諸国の都市の動向と比較し

て,その環境負荷低減策の可能性について考察した。

MT

これにより，中国タウン都市化発展に増加した環境負荷を伴って，本発明者ら

は，大気汚染の観点から着手し，利用環境库兹涅茨曲線環境分析を行い，さ

らに，彼と先進国の都市環境と比較して，環境負荷を低減する可能性を検討し

た。

Example 1

Example 2
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Table 3: Examples of translation error 

 

Table 4 shows the result.  We analysed mistranslated content words from 200 translations of ASPEC-
EJ/CJ test sets. 

Error Type EJ CJ 
Type A Error 9 (3.7%) 0 
Type B Error 5 (2.1%) 6 (2.7%) 
OOV 68 (28.2%) 48 (21.7%) 
Others 159 (66.0%) 167 (75.6%) 
Total 241 221 

Table 4: Errors in translations of scientific paper subtask 

 

As the table shows, domain-specific errors, that is type A and B errors, are only 5.8% in EJ translation 
and 2.7% in CJ.  Rest of errors are related to OOVs or errors which come from the statistical 
characteristics of training corpora.   As in the analysis of 5.1, OOVs can only be resolved by adding 
translation examples to a training corpus.  Some of the other type of errors might, however, be resolved 
by modifying data in patent corpora.  One idea is to remove numbering expressions such as 1 or 1a in 
“XX system 1” or “YY device 1a.”  Because usage of numbering in scientific papers is limited compared 
to that in patent documents, removing uncommon numbering expressions in scientific papers from pa-
tent corpora may generate better translation and language models for the domain. 

6 Conclusion 

In this paper, we described systems and corpora of Team JAPIO for submitting translations to WAT2016.  
The biggest feature of our experimental settings is that we use larger patent corpora than those prepared 
by the workshop organizer.  We used 3 to 6 million sentence pairs for training SMT systems for patent 
subtask (JPC-EJ/CJ/KJ) and 10 and 49 million sentence pairs for scientific paper subtask (ASPEC-
EJ/CJ).  Using the corpora, we achieved higher BLEU scores than most participants in EJ and CJ trans-
lations of patent subtask.  In crowdsourcing evaluation, however, our EJ translation, which is best in all 
automatic evaluations, received a very poor score.  

In scientific paper subtask, our translations are given lower scores than most translations that are 
produced by translation engines trained with the in-domain corpora.  But our scores are higher than 
those of general-purpose RBMTs and online services.  Considering the result of crowdsourcing evalua-
tion, it shows a possibility that a CJ SMT system trained with a large patent corpus translates non-patent 
technical documents at a practical level. 
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Abstract

Simultaneous interpretation is a very challenging application of machine translation in which the
input is a stream of words from a speech recognition engine. The key problem is how to segment
the stream in an online manner into units suitable for translation. The segmentation process
proceeds by calculating a confidence score for each word that indicates the soundness of placing
a sentence boundary after it, and then heuristics are employed to determine the position of the
boundaries. Multiple variants of the confidence scoring method and segmentation heuristics were
studied. Experimental results show that the best performing strategy is not only efficient in terms
of average latency per word, but also achieved end-to-end translation quality close to an offline
baseline, and close to oracle segmentation.

1 Introduction

Simultaneous interpretation performs spoken language translation in a online manner. A spoken language
translation system automatically translates text from an automatic speech recognition (ASR) system into
another language. Spoken language translation itself is an important application of machine translation
(MT) because it takes one of the most natural forms of human communication – speech – as input (Peitz
et al., 2011). Simultaneous interpretation is even more demanding than spoken language translation
because the processing must occur online.

Simultaneous interpretation can bridge the language gap in people’s daily lives transparently because
of its ability to respond immediately to users’ speech input. Simultaneous interpretation systems rec-
ognize and translate speech at the same time the speakers are speaking, thus the audience can hear the
translation and catch the meaning without delay. Potential applications of simultaneous interpretation
include interpreting speeches and supporting cross-lingual conversation.

This paper is devoted to online sentence segmentation methods for simultaneous interpretation. Si-
multaneous interpretation systems are normally comprised of ASR systems and MT systems. The output
of ASR systems is typically streams of words, but the input to MT systems is normally sentences. Sen-
tence segmenters bridge this gap by segmenting stream of words into sentences. Figure 1 illustrates this
process.

A number of segmentation methods have been proposed to pipeline ASR and MT, yet most of them
require a long context of future words that follow sentence boundaries. In addition, they are often com-
putationally expensive. These shortages make them unattractive for use in simultaneous interpretation.
To the best of our knowledge, there are no published ready-to-use online sentence segmenters, and this
motivated this paper. The proposed method is crafted in a way that requires little computation and
minimum future words in order to achieve efficiency. Also the proposed method is directly optimized
against the widely used measurement of translation quality – BLEU (Papineni et al., 2002) – in order to
achieve effectiveness. We believe that this work can directly contribute to the development of real-world
simultaneous interpretation systems.

The main contributions of this paper are,

• proposing a segment boundary confidence score;
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Figure 1: Illustration of Online Sentence Segmenter in Simultaneous Interpretation System

• proposing a hybrid online sentence segmenter;

• an empirical study and analysis of the proposed method on two translation tasks.

The rest of this paper is organized as follows. Section 2 reviews related works on segmentation meth-
ods. Section 3 describes our methods. Section 4 presents experiments between English and Japanese.
Section 5 concludes this paper with a description of future work.

2 Related Works

A number of methods have been proposed to segment the output of ASR for MT. The works of Stolcke
and Shriberg (1996), and Stolcke et al. (1998) are most related to this paper. They treated segmentation
boundaries as hidden events occurring between words. They used N-gram language models and Viterbi
algorithms to find the most likely sequences of hidden events. We admire them for approaching the
problem by language models, which are well-studied techniques that run very fast. For sentence seg-
mentation, they can tackle the task through the insertion of hidden beginning and end of sentence events.
However, Stolcke et al. employed off-line Viterbi algorithms that require a long context of words. This
will causes long latency for simultaneous interpretation. Therefore, this work has focused on developing
lower-latency segmenters that require only one future word. Please note that Stolcke et al.’s methods
are implemented using the SRILM toolkit, and it is used as a baseline (denoted Hidden N-gram) in our
experiments.

Fügen et al. (2007) and Bangalore et al. (2012) proposed using pauses captured by ASR to denote
segmentation boundaries. However, studies on human interpreters show that segmenting merely by
pauses is insufficient, as human speakers may not pause between sentences. The mean proportion of
silence-based chunking by interpreters is 6.6% when the source is English, 10% when it is French, and
17.1% when it is German (Venuti, 2012). Therefore, this paper focuses on using linguistic information.
Nevertheless, pauses can be directly integrated into the proposed segment boundary confidence scores to
boost performance.

Matusov et al. (2006) proposed a sentence segmentation algorithm which is similar to a conditional
random field (CRF) (Lafferty et al., 2001). Lu and Ng (2010) applied CRFs to punctuation prediction
which is an almost equivalent task to sentence segmentation. These CRF-based methods achieve high
performance as they are able to integrate arbitrary features. However, CRF models take whole sequences
as input, thus they cannot be directly applied in an online manner. Online CRFs are beyond the scope of
this paper, and we plan to explore this in the future.

Ha et al. (2015) approached sentence segmentation by training a specialized monolingual machine
translation system. Kzai et al. (2015) proposed a neural network approach to sentence segmentation.
These two methods both require whole sequences as input, and require heavy computation. Therefore,
they might not be suitable for online segmentation.
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Figure 2: Illustration of Proposed Online Sentence Segmenter

A number of segmentation strategies targeted at splitting an input sentence into smaller pieces for
simultaneous interpretation. Yarmohammadi et al. (2013) extracted monotonic phrase alignments from
word-aligned sentence pairs and assumed that these phrasal alignments segment the source sentences
in an appropriate manner for MT. They used the segmented data to train a binary classifier to predict
segmentation boundaries.

Oda et al. (2014) built training data sets for segmentation through a greedy search algorithm, which
searches for segmentation boundaries that yield high BLEU score. They trained a linear SVM (Cortes
and Vapnik, 1995) to predict these boundaries. To mitigate the effect of noise in the training data sets,
they further introduced feature grouping and dynamic programming to the raw greedy search algorithm.

Fujita et al. (2013) used phrase tables and reordering probabilities in phrase-based translation systems
to segment an input sentence. Two heuristics were used for segmentation: in the first, if the partial
input doesn’t exist in phrase tables, segmentation boundaries are generated; in the second, if the right
probability of reordering is less than a predefined threshold, segmentation boundaries are generated.

These works aim at outputting shorter segments than sentences, 1 which is capable of further reducing
the latency in simultaneous interpretation. However, they assumed that input stream is already segmented
into sentences, which is the topic of this paper. As such, our method is orthogonal to these methods, and
it would be possible to pipeline our proposed method with them; we plan to explore this in the future.
Another shortcoming of these works is that they are tied to specific translation systems, and this narrows
their applicability.

3 Methodology

The proposed online sentence segmenters have two components – boundary confidence scoring and
segmentation strategies (illustrated in Figure 2 and Algorithm 1). The input is a stream of words, denoted
as w0, · · · , wi, wi+1, · · · , wk+1. The boundary confidence score, denoted as si, indicates the fitness of
breaking after the i-th word. Segment strategies decide whether or not break based on confidence scores,
denoted as bi. The final output is a segmented sentence, e.g. w0, · · · , wi.

The proposed segmenters work in an online manner as follows: words are input one by one. The
sequence of input words and the derived confidence scores are maintained as states. Once an word is
input, its confidence score is calculated and added into the sequence (which is labeled as a in Figure 2).
Then a segmentation strategy is applied to the sequence (labeled as (b) in Figure 2). In case that the

1Fujita et al. (2013)’s method may work on word streams without sentence boundaries; Oda et al. (2014)s’ segmentation
model uses linear SVMs and local features extracted from just three word lookahead, so it might be adapted.
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Algorithm 1 Online Sentence Segmenter

Require: w0, w1, w2, . . .,
1: W ← []; S ← []
2: for wk in stream of words do
3: W ←W + [wk] ⊲ assume W = [w0, w1, . . . , wk−1, wk]
4: sk−1 ← confidence of segmenting before wk

5: S ← S + [sk−1] ⊲ assume S = [s0, s1, . . . , sk−1]
6: B ← apply segmentation strategy to S ⊲ assume B = [b0, b1, . . . , bk−1]
7: if bi = 1 (0 ≤ i ≤ k − 1) then
8: output [w0, w1, . . . , wi] as a segment
9: remove first i elements from W and S

10: end if
11: end for

segmentation strategy outputs no boundary, no action is taken (represented by (c) in Figure 2). Figure 2, a
segment will be output and the inner sequence will be updated accordingly (as in the process represented
by (d) in Figure 2).

The following two subsections describe the boundary confidence scores and segmentation strategies
in detail, respectively.

3.1 Segment Boundary Confidence Score

This confidence score is based on an N-gram language model. Suppose the language model order is n.
The confidence score represents the plausibility of placing a sentence boundary after the word wi,

that is, converting the stream of words into · · · , wi−1, wi, 〈/s〉, 〈s〉, wi+1, · · · , where 〈/s〉 and 〈s〉 are
sentence start and end markers. The confidence score is based on the ratio of two probabilities arising
from two hypotheses defined below:

Hypothesis I : there is no sentence boundary after word wi. The corresponding Markov chain is,

P
〈I〉
i = Pleft · P (wi+n−1

i+1 ) · Pright

= Pleft ·
i+n−1∏
k=i+1

p(wk|wk−1
k−n+1) · Pright (1)

where p denotes the probability from the language model, Pleft and Pright are the probabilities of the left
and right contexts, of the words wi+n−1

i+1 .
Hypothesis II : there is a sentence boundary after the word wi. The corresponding Markov chain is,

P
〈II〉
i = Pleft · P (〈/s〉, 〈s〉, wi+n−1

i+1 ) · Pright

= Pleft · p(〈/s〉|wi
i−n+2) · p(wi+1|〈s〉) ·

i−n+1∏
k=i+2

p(wk|wk−1
i+1 , 〈s〉) · Pright (2)

The confidence score is defined as the ratio of the probabilities P
〈II〉
i and P

〈I〉
i , that is,

si =
P

〈II〉
i

P
〈I〉
i

= p(〈/s〉|wi
i−n+2) ·

p(wi+1|〈s〉)
p(wi+1|wi

i−n−2)
·

i−n+1∏
k=i+2

p(wk|wk−1
i+1 , 〈s〉)

p(wk|wk−1
k−n+1)

(3)
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This formula requires a context of n − 1 future words wi+n−1
i+1 . This requirement causes a delay of

n− 1 words. If only one future word is used, this delay can be reduced to one word, formulated as,

si ≈ p(〈/s〉|wi
i−n+2) ·

p(wi+1|〈s〉)
p(wi+1|wi

i−n+2)
(4)

Experimental results show that this approximation does not degrade the end-to-end translation quality
(see Section 4.3). This might be because, for most languages, the next word wi+1 is the most informative
to predict whether or not there is a sentence boundary after wi.

3.2 Segmentation Strategies

In this subsection, two basic segmentation strategies that are based on a threshold heuristic and a latency
heuristic, respectively, are first introduced. Then a hybrid strategy that combines these two heuristics is
proposed in order to achieve lower delay.

3.2.1 Threshold-based Segmentation Strategy
The threshold-based strategy has a preset threshold parameter denoted: θTh. The strategy places sentence
boundaries where the confidence score exceeds the threshold, formulated as,

bi =
{

1 if si > θTh,
0 otherwise.

(5)

3.2.2 Latency-based Segmentation Strategy
The latency-based strategy has a maximum latency parameter denoted: θML. Once the stream of confi-
dence scores grows to a length of θML, the strategy searches for the maximum confidence score in the
stream of scores, and places a sentence boundary there, formulated as,

bi =
{

1 if si > sj(0 6 j < θML),
0 otherwise.

(6)

3.2.3 Threshold-latency-based Segmentation Strategy
Both the threshold-based and latency-based segmenters have strengths and weakness with respect to time
efficiency. The threshold-based strategy places a sentence boundary immediately when a confidence
score exceeds the threshold. In this case, the delay is low. However, continuous sequences of low
confidence scores, whose values are all under the threshold, will lead to a long unsegmented stream of
words, resulting in high latency.

The latency-based strategy has the opposite behavior. The latency for words ranges from 0 to θML−1.
The maximum latency is guaranteed to be θML − 1, which is better than threshold-based strategy. But
if there are some extremely high confidence scores in the stream, the latency-based strategy will ignore
them, leading to unnecessarily long segments.

It is possible to combine to the threshold-based and latency-based strategies to achieve a lower delay.
This hybrid threshold-latency-based strategies operates as follows:

• Apply the threshold heuristic to the stream of confidence scores. If a sentence boundary is predicted,
then accept the boundary and update the stream.

• If the length of stream grows to θML, apply the latency heuristic.

The method is formulated as,

bi =


1 if si > θTh,
1 if sj < θTh and si > sj(0 6 j < θML),
0 otherwise.

(7)
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Corpus # Sent. Pairs Japanese English
# Tokens† # Words # Tokens† # Words

Training 5,134,941 106,044,671 93,672,553 84,371,311 74,733,865
Develop 6,000 150,690 141,036 103,473 95,054
Test 6,000 150,751 141,035 103,638 95,176

Table 1: Experimental Corpora.† Including punctuations.

4 Experiments

4.1 Experimental Settings
Experiments were performed on translation between Japanese and English in both directions. The word
orders of these two languages are very different, thus long-distance reordering is often obligatory during
translation. This makes simultaneous interpretation a very challenging task, and therefore we choose this
language pair for experiments.

The experimental corpus was a union of corpora from multiple sources, including shared tasks such
as the Basic Travel Expression Corpus (Takezawa et al., 2002), the NTCIR Patent Machine Translation
Corpus (Goto et al., 2013), crawled web data and several in-house parallel resources. Table 1 shows the
statistics of sentences and words in the training, development and test sets.

The corpora were pre-processed using standard procedures for MT. The Japanese text was segmented
into words using Mecab (Kudo, 2005). The English text was tokenized with the tokenization script
released with the Europarl corpus (Koehn, 2005) and converted to lowercase.

Two treatments were applied to the development and test sets in order to simulate the output from ASR
engines. First, because ASR engines normally do not output punctuation, punctuation was removed.
Second, because ASR engines output steams of tokens which are split by long pauses that may contain a
few sentences, a random number (from 1 to 10) of sentences were concatenated to form the input.

After segmentation using the proposed methods, punctuation was inserted into the sentences with a
hidden N-gram model model (Stolcke et al., 1998; Matusov et al., 2006) prior to translation. In (Anony-
mous, 2016), this method was shown to be the most effective strategy for the translation of unpunctuated
text.

The time efficiency of segmenters were measured by average latency per source word using the defini-
tion given in (Finch et al., 2014). The quality of segmenters were measured by the BLEU of end-to-end
translation, and because the segmented source sentences did not necessarily agree with the oracle, trans-
lations were aligned to reference sentences through edit distance in order to calculate BLEU (Matusov
et al., 2005).

The parameters (all of the θ’s in the ‘Parameters’ column in Table 2) were set by grid search to
maximize the BLEU score on the development set. 5-gram interpolated modified Kneser-Ney smoothed
language models were used to calculate the confidence. These were trained on the training corpus using
the SRILM (Stolcke and others, 2002) tools. The machine translation system was an in-house phrase-
based system that pre-ordered the input.

4.2 Experimental Results
The performance of the interpretation systems using different sentence segmenters is presented in Ta-
ble 2. The following observations can be made.

First, the three proposed online sentence segmenters – the threshold-based, latency-based and hybrid
ones – work reasonably well. They are much better than the trivial method of fixed-length segmenta-
tion, and comparable to the offline method using hidden N-gram models and also to the oracle sentence
segmentation.

Second, the proposed threshold-latency-based segmenter consistently outperformed the threshold-
based and latency-based segmenters in terms of both end-to-end translation quality and time efficiency.

Third, for Japanese-to-English translation, the threshold-based segmenter outperformed the latency-
based segmenter. The reason might be that Japanese language has obvious end of sentence indicators
such as “MA SU” and “DE SU”, and the segmentation confidence scores immediately following them
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Sentence Segmenter Parameters Dev. Set Test Set
BLEU Latency BLEU Latency

Japanese-to-English
Oracle 13.82 NA 13.67 NA
Hidden N-gram † θBias=2.6 13.30 NA‡ 12.97 NA‡

Fixed-length θLen=36 11.71 16.66 11.55 16.63
Threshold-based θTh=e0.0 13.38 14.20 13.16 13.68
Latency-based θML=30 13.21 18.04 13.20 18.03
Threshold-latency θTh=e0.0, θML=38 13.38 12.98 13.28 12.89

English-to-Japanese
Oracle 13.84 NA 14.15 NA
Hidden N-gram† θBias=4.2 12.85 NA‡ 13.10 NA‡

Fixed-length θLen=18 11.86 8.19 12.15 8.20
Threshold-based θTh=e−0.6 12.93 7.13 13.19 7.18
Latency-based θML=20 13.18 12.25 13.38 12.26
Threshold-latency θTh=e0.2, θML=20 13.18 10.01 13.42 10.11

Table 2: Performance of interpretation systems that use different sentence segmenters. The confidence
scores in threshold-based, latency-based and threshold-latency-based segmenters were calculated using
Equation 4. † Employed the segment tool from the SRILM toolkit. ‡ The method is not online since it
operates on a whole sequence of words, thus the measurement of latency is not applicable.

# Future Words Parameters Dev. Set Test Set
BLEU Latency BLEU Latency

Japanese-to-English
1 θTh=e0.0, θML=38 13.38 12.98 13.28 12.89
2 θTh=e−0.2, θML=38 13.42 12.86 13.21 12.77
3 θTh=e−0.2, θML=46 13.40 13.88 13.22 13.80
4 θTh=e−0.2, θML=46 13.38 14.71 13.23 14.65

English-to-Japanese
1 θTh=e0.2, θML=20 13.18 10.01 13.42 10.11
2 θTh=e0.2, θML=18 13.12 9.92 13.44 9.99
3 θTh=e0.4, θML=22 13.14 12.78 13.41 12.78
4 θTh=e0.4, θML=22 13.17 13.65 13.41 13.65

Table 3: Performance of using different numbers of future words to calculate confidence scores.

will be quite high, allowing the threshold-based segmenter to easily identify the corresponding segment
boundaries.

4.3 Confidence Scores Using Different Numbers of Future Words

Confidence scores were calculated using a context of up to four future words, as shown in Equation 3.
The results are presented in Table 3. Though there is some randomness due to variance on the parameters
chosen by grid search, these results show that using more future words does not effectively improve the
quality of end-to-end translation, and tends to increase the latency, for the language pair of English and
Japanese. Therefore, we found it sufficient to use just one future word.

4.4 Analysis

Table 4 presents an example of the proposed threshold-latency-based sentence segmenter in English-
to-Japanese interpretation. The oracle segments of the input in this example are three sentences. The
proposed method segments the input into four sentences, two of which are correct. The error is that the
third oracle sentence is split into two sentences.

In this example, the proposed segmenter works reasonable accurately, as it recognized two sentences
correctly out of three. Here, “i myself think”, “but it ’s ”, “we figured” are typical sentence beginnings
in English, which can be recognized by language model. Therefore, the proposed language-model-based
segmenters can correctly segment them. The error of splitting “we figured the ultimate test would be
. . . ” into two sentences may have arisen from the fact that “we figured” occurs at the end of sentences, or
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Input i myself think that the argument about smoking is a slightly misleading one but it ’s not
predicted to go as high as once believed we figured the ultimate test would be to ask the
dog ’s owner to leave

Oracle Segments <s> i myself think that the argument about smoking is a slightly misleading one </s>
<s> but it ’s not predicted to go as high as once believed </s>
<s> we figured the ultimate test would be to ask the dog ’s owner to leave </s>

Oracle Translation <s>私自身が考えるのは喫煙についての議論は少し誤解を招くものだ
ということです </s>
<s>しかし予測できないのはその高さがかつて思われていたのと同
じ位になるということです </s>
<s>我々が考えたのは最終的なテストは犬の所有者に退去するよう
依頼することです </s>

Predicted Segments <s> i myself think that the argument about smoking is a slightly misleading one </s>
<s> but it ’s not predicted to go as high as once believed </s>
<s> we figured </s>
<s> the ultimate test would be to ask the dog ’s owner to leave </s>

Machine Translation <s> 私 は 自分 の 喫煙 に関する 議論 が 少し 誤解 を 招く こと と 思い ます
</s>
<s>しかし信じられるように高くなることが予測されていません </s>
<s>私たちが予想していた </s>
<s>たら最終的なテストは犬の所有者に出発するのだと考えられて
いません </s>

Table 4: Example of Threshold-Latency-based Sentence Segmentor.

“the ultimate test would be” occurs as a sentence beginning in the training corpus of the language model.
A language model can only capture local patterns, and cannot understand structures of compound sen-
tences. This is a weakness of applying n-gram language modeling techniques to sentence segmentation.
As a solution, it may be advantageous to replace the n-gram models with recurrent neural networks that
are strong at exploiting long-distant context, and we plan to explore this in the future. It is interesting to
note that, the resulting translations of the wrong segmentation “we figured” and “the ultimate test would
be . . . ” are decent, as the origin meaning is delivered. This was an unexpected bonus that we owe to the
evaluation framework. The evaluation framework in this paper is end-to-end BLEU, and places no con-
straints on segmentation positions. This helped to tune the parameters of the proposed methods properly.
To sum up, this example illustrates that the proposed methods work reasonably well, and the evaluation
framework itself is also making a contributions. However, errors caused by lack of understanding whole
sentence structure are inevitable, and these need to be addressed in future work.

5 Conclusion

This paper proposed and studied a segmentation boundary confidence score and a set of online segmenta-
tion strategies for simultaneous interpretation. The solution expressed by Equations 4 and 7 was proven
empirically to be both effective and efficient.

The choice to use sentence segmentation units was motivated by the desire to handle difficult language
pairs that require long-distance intra-sentential word re-ordering (for example the Japanese-English pair
studied in this paper). For these cases, using smaller units than sentences will prevent the translation
system from being able to correctly re-order the words. For easier language pairs, segments shorter than
sentences may be preferable; note that the proposed confidence score can be easily modified to handle
sub-sentential segments if necessary. We would like to study this in the context of other language pairs
in the future.

The primary motivation for this work was to create an online version of the hidden n-gram ap-
proach (Stolcke and Shriberg, 1996; Stolcke et al., 1998), a de facto standard method that is often used
for sentence segmentation due to its effectiveness, simplicity and speed. However, it has a latency issue
that prevents it from being used in simultaneous interpretation. The proposed method alleviates this la-
tency issue while preserving all its merits, and we show empirically that the new method maintains the
effectiveness of the hidden n-gram method even when the future context is reduced as far as a single
word. We believe that the proposed method will not only lead to workable systems, but also establish
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a meaningful baseline for related research. In the long term, we plan to incorporate the findings in this
paper into an industrial simultaneous interpretation system.
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Abstract

This paper illustrates the similarity between Thai and Laotian, and between Malay and Indone-
sian, based on an investigation on raw parallel data from Asian Language Treebank. The cross-
lingual similarity is investigated and demonstrated on metrics of correspondence and order of to-
kens, based on several standard statistical machine translation techniques. The similarity shown
in this study suggests a possibility on harmonious annotation and processing of the language
pairs in future development.

1 Introduction

Research and technique development of natural languages processing (NLP) on many understudied and
low-resource Southeast Asian languages are launched in recent years. Some attempts on transferring
available techniques on a well-developed language to an understudied language have been proved ef-
ficient (Ding et al., 2014). However, such a research direction must be established on an a priori ob-
servation on the similarity between languages. Generally, linguistically oriented issues, i.e., etymology,
vocabulary, or syntactic structure, are discussed when two (or more) languages are referred to as “similar
to each other”. In engineering practice, however, statistical metrics, i.e., word alignment precision, or
word order differences, are more addressed in NLP applications.

In this study, we focus on two Southeast Asian languages pairs, Thai-Laotian and Malay-Indonesian.
Both language pairs have mutual intelligibility to a certain extend in spoken form. We conducted a data-
driven investigation of the language pairs, trying to figure out the similarity from an engineering view-
point, which can provide a basis of further NLP techniques development on these languages. The Asian
Language Treebank (ALT)1 (Utiyama and Sumita, 2015; Riza et al., 2016), containing approximately
20, 000 parallel sentence pairs on several Asian languages, facilitates statistical approaches. Specifically,
we conducted word aligning on the two language pairs to find out the accordance on token-level, and
translation experiments to find out the accordance on sentence-level. The experimental results reveal
that the similarity on Thai-Laotian pair is nearly as same as that of Japanese-Korean, i.e., an extremely
similar East Asian language pair; for the case of Malay-Indonesian, they are extremely similar to each
other that basically they can be considered as two registers of one language. Based on the observation,
we think the Thai-Laotian and Malay-Indonesian pairs can be handled simultaneously and harmoniously
in further research, including corpus annotation, technique development, and NLP applications.

The remaining of the paper is arranged as following. In section 2, we introduce the background of the
languages discussed in this paper. In section 3, we describe the experiment settings used and discuss the
numerical results obtained. Section 4 concludes the paper and provides our future work.

2 Background

Specific approaches to process similar languages is an interesting topic in NLP (Vilar et al., 2007; Ding
et al., 2015). In this research direction, a priori knowledge of the languages is required and specific
approaches can thus be designed by taking advantage of the similarities to outperform a general approach.
Here we provide outlines of linguistic features of the four languages mentioned in this paper.

1http://www2.nict.go.jp/astrec-att/member/mutiyama/ALT/index.html
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คุ ณ จะ ท ำ อ ยำ่ ง ไร ? apa yang akan anda lakukan ?

ທ່າ ນ ຈະ ເຮັ ດ ແນ ວ ໃດ ? apa yang akan anda lakukan ?

Laotian Indonesian

Thai Malay

Figure 1: Parallel translations on different languages from SNT.82657.8332-1 in ALT data. The
original English is “What would you do about it?”

Thai and Laotian are both tonal languages from the Tai-Kadai language family. Spoken Thai and
Laotian are mutually intelligible. The two languages share a large amount of etymologically related
words and have similar head-initial syntactic structures. Both the languages are written with abugida
scripts, slightly different from each other but linguistically similar. A Thai-Laotian example is shown
in the left part of Fig. 1. The alignment of tokens is generated by the approach mentioned in the next
section. It can be observed the similarity in the shape of certain tokens.

Malay and Indonesian are both from the Austronesian languages family, applying Latin alphabet in
their writing systems. Actually, Indonesian can be considered as a standardized register of Malay. The
two languages are also mutually intelligible, with several difference in orthography, pronunciation, and
vocabulary. The right part in Fig. 1 is an example on the Malay-Indonesian pair, where the expressions
are actually identical.

3 Investigation

3.1 Data

We used the parallel raw sentences of corresponding languages from the ALT data. There are 20, 106
sentences in total, which is not a huge size, but a valuable parallel data set. As the Malay and Indonesian
use Latin alphabet in their writing systems, the pre-processing of them is relatively simple, we applied
naı̈ve tokenization to detach the punctuation marks and lowercasing all the letters. The abugida writing
systems of Thai and Laotian are more problematic. As we did not have available tokenization tools for
the two languages, we segmented the sentences of the two languages into unbreakable writing units for
experiments. Specifically, standalone consonant letters with dependent diacritics2 attached to them are
segmented and taken as tokens. The western name entities in sentences were also lowercased.

For the following alignment-based analysis, all the 20, 106 sentences were used as training data for
unsupervised word aligning. For the statistical machine translation experiments, the last 2, 000 to 1, 000
sentences were left out as the development set and the last 1, 000 sentences were reserved for test. As
the corpus is not large, the aim of the translation experiments is not a pursuit of high performance, but to
provide evidence for the similarity of the languages. Statistics of the data we used is list in Table 1.

3.2 Alignment-Based Analysis

We used GIZA++3 (Brown et al., 1993; Och and Ney, 2003) to align all the 20, 106 tokenized sentences
for the two language pairs. Based on the aligned results, we investigate (1) token orders by Kendall’s τ
and (2) varieties in token accordance by entropies.

The Kendall’s τ was calculated according to several previous work (Isozaki et al., 2012), which mainly
focused on the difficulties in word reordering in SMT. The distribution of Kendall’s τ is illustrated in Figs.
2 and 3 on the two languages pairs. The Thai-Laotian pair shows a relative similar order with an average

2Both post-positioned and pre-positioned
3http://www.statmt.org/moses/giza/GIZA++.html
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τ around 0.71, and the Malay-Indonesian pair shows an extremely identical order that the average τ is as
high as 0.98. These evidences demonstrated the similarity in token orders on the two language pairs.

The statistics on token-level entropy are shown from Fig. 4 to Fig. 9, where Figs. 6 and 7 are
based on the patent data from WAT2015’s Japanese-Korean task (Nakazawa et al., 2015), shown here for
comparison. The entropies were calculated by the lexical translation probabilities from grow-diag-final-
and symmetrized word alignment (Och and Ney, 2003). Tokens of punctuation marks and numbers are
not included in these figures. Generally, the entropies observed in Thai-Laotian and Malay-Indonesian
are not large, which suggests the varieties are not large in token corresponding.4 The scatter plots on
Japanese and Korean seem more similar to Thai and Laotian rather than Malay and Indonesian, because
the statistics of Japanese and Korean are based on characters, which are smaller units than words as the
units used of Thai and Laotian. From the Thai-Laotian pairs, a relative clear tendency can be observed
that tokens with very high and very low probabilities have lower entropies in translation. This phenomena
is reasonable, because a large portion of vocabulary of the two languages are etymologically related, as
well as their syntactic structures. So, common tokens may be aligned well by the similarity in syntax
and rare tokens may be aligned well by the similarity in vocabulary. The tendency on Malay-Indonesian
is not as obvious as that on Thai-Laotian. A reason is that the vocabulary size is much larger on the
Malay-Indonesian pair than the number of unbreakable unit types on the Thai-Laotian pair, which may
decrease the precision of alignment on the small training set.

3.3 Translation-Based Analysis
We used the phrase-based (PB) SMT in MOSES5 (Koehn et al., 2007) for the translation experiments.
Default setting were applied except for the Thai-Laotian pair the maximum phrase length was set to nine
due to the tokens are over-segmented. SRILM6 was use to train a 5-gram language model (LM) for the
Malay-Indonesian pair and a 9-gram LM for the Thai-Laotian pair. Modified Kneser-Ney interpolation
(Chen and Goodman, 1996) was applied for the LMs. We tested different distortion-limit (DL) in exper-
iments to check the requirement of reordering process in translation. The test set BLEU (Papineni et al.,
2002) and RIBES (Isozaki et al., 2010) are listed in Table 2.

From the evaluation, it can be observed the absolute BLEU scores are not quite high, i.e., between
30 and 40, compared with the performance on Japanese-Korean task in WAT2015, which achieved over
70 in terms of BLEU. Generally, the data we used for the experiment is quite limited for statistical
model training. Furthermore, as the sentences in different languages are translated from original English
articles, the quality between specific language pairs may affected. On the other hand, we observed two
phenomena from the translation evaluation. One is the RIBES meets the Kendall’d τ quite well, to
show that reordering is not a serious problem in the translation. A further evidence is that the distortion
limit did not affect the performance much. This feature is quite like those observed in Japanese-Korean
pair. Based on the observation, we consider the Thai-Laotian and Malay-Indonesian have considerable
similarities, even from the observation on the relatively small data set.

4 Conclude and Future Work

This paper illustrates the similarity between Thai and Laotian, and between Malay and Indonesian, based
on the ALT data. The similarity shown in this study suggests a possibility on harmonious annotation and
processing of the language pairs in our further annotated corpus construction based on the ALT data.
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Thai (th) Laotian (lo) Malay (ms) Indonesian (id)
training 1, 291, 784 1, 245, 748 435, 705 432, 456

development 65, 387 64, 538 23, 143 22, 978
test 65.014 64, 420 23, 880 23, 392

total 1, 422, 185 1, 374, 706 482, 728 478, 826

Table 1: Number of tokens in the data used in experiment.

DL. th-lo lo-th ms-id id-ms
0 32.2 / .745 37.0 / .753 31.5 / .867 31.0 / .869
3 32.2 / .743 36.8 / .753 31.3 / .867 31.2 / .869
6 31.4 / .737 37.1 / .754 31.4 / .866 31.2 / .869
9 32.2 / .744 37.0 / .753 31.3 / .866 31.1 / .869

Table 2: BLEU / RIBES for source-target language pairs.
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Figure 2: Distribution of Kendall’s τ on Thai-to-Laotian (th-lo) and Laotian-to-Thai (lo-th).
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Figure 3: Distribution of Kendall’s τ on Malay-to-Indonesian (ms-id) and Indonesian-to-Malay (id-ms).
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Figure 4: Scatter plot of Thai tokens. X-axis is the logarithmic probability of tokens; Y-axis is the entropy
on corresponding Laotian tokens.
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Figure 5: Scatter plot of Laotian tokens. X-axis is the logarithmic probability of tokens; Y-axis is the
entropy on corresponding Thai tokens.
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Figure 6: Scatter plot of Japanese tokens. X-axis is the logarithmic probability of tokens; Y-axis is the
entropy on corresponding Korean tokens.
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Figure 7: Scatter plot of Korean tokens. X-axis is the logarithmic probability of tokens; Y-axis is the
entropy on corresponding Japanese tokens.
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Figure 8: Scatter plot of Malay tokens. X-axis is the logarithmic probability of tokens; Y-axis is the
entropy on corresponding Indonesian tokens.
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Figure 9: Scatter plot of Indonesian tokens. X-axis is the logarithmic probability of tokens; Y-axis is the
entropy on corresponding Malay tokens.
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Abstract

We propose a method for integrating Japanese empty category detection into the preordering
process of Japanese-to-English statistical machine translation. First, we apply machine-learning-
based empty category detection to estimate the position and the type of empty categories in the
constituent tree of the source sentence. Then, we apply discriminative preordering to the aug-
mented constituent tree in which empty categories are treated as if they are normal lexical sym-
bols. We find that it is effective to filter empty categories based on the confidence of estimation.
Our experiments show that, for the IWSLT dataset consisting of short travel conversations, the
insertion of empty categories alone improves the BLEU score from 33.2 to 34.3 and the RIBES
score from 76.3 to 78.7, which imply that reordering has improved For the KFTT dataset con-
sisting of Wikipedia sentences, the proposed preordering method considering empty categories
improves the BLEU score from 19.9 to 20.2 and the RIBES score from 66.2 to 66.3, which shows
both translation and reordering have improved slightly.

1 Introduction

Empty categories are phonetically null elements that are used for representing dropped pronouns (“pro”
or “small pro”), controlled elements (“PRO” or “big pro”) and traces of movement (“T” or “trace”).
Dropped pronouns are one of the major problems caused on machine translation from the pro-drop
language such as Japanese to the non-pro-drop language such as English because it is difficult to produce
the correct pronouns on the target side when the pronoun is missing on the source side.

The effects of empty categories in machine translation have previously been examined (Chung and
Gildea, 2010; Taira et al., 2012; Xiang et al., 2013; Kudo et al., 2014; Wang et al., 2016). In this
paper, we address two new problems that were not fully discussed in previous work. The first problem
is that, even if empty categories are correctly recovered, it is difficult to automatically obtain the correct
word alignment for languages with a completely different word order such as Japanese and English. The
second problem is that it is not only difficult to translate non-existent pronouns but also relative clauses
because relative pronouns do not exist in Japanese. In theory, we can safely ignore PRO in control
structures for translation because they are absent from both Japanese and English.

(a) Noun clause (b) Relative clause

Figure 1: Recovering empty categories makes word alignment more difficult

Fig. 1 shows examples for which there are two empty categories in the source Japanese sentence,
which results in complicated word alignments. In Fig. 1(a), the first *pro* should be aligned to “it”
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because it is the subject of a matrix clause of which the verb is “よい (good)”, whereas the second *pro*
should be aligned to “you” because is it the subject of a noun clause of which the verb is “帰る (come
home)”. In Fig. 1(b), the first *pro* should be aligned to “I” because it is the subject of matrix clause
whose verb is “連れ戻す (bring back)”, while the second *T* could arguably be aligned to the relative
pronoun “who” because it is the subject of the relative clause of which the verb is “家出した (ran away
from home)”.

This means that inserting empty categories into source sentences could worsen automatic word align-
ment and result in less accurate machine translation outputs. We solve this problem by integrating empty
category detection into preordering-based statistical machine translation. We first insert empty categories
into the source sentence, and then reorder them such that the word order is similar to that of the target sen-
tence. We find it is effective to filter out unreliable empty category candidates to improve the accuracy of
machine translation. In the following sections, we first briefly describe related works. We then describe
empty category detection method (Takeno et al., 2015) and discriminative preordering method (Hoshino
et al., 2015) used in the proposed method. We then report experiment results of Japanese-to-English
translation on both spoken (IWSLT dataset) and written (KFTT dataset) languages.

2 Related works

Conventional approaches to recover zero pronouns in Japanese are to frame it as zero anaphora resolution,
which is a sub-problem of predicate argument structure analysis (Nakaiwa and Ikehara, 1995; Iida et al.,
2007; Hangyo et al., 2013). Zero anaphora resolution consists of two procedures: zero pronoun detection
and anaphora resolution.

It is difficult to integrate zero anaphora resolution (or predicate-argument structure analysis) into SMT
for two reasons. The first is that anaphora resolution requires context analysis, which complicates the
translation method. The second is that predicate argument structure analysis provides semantic relations,
not syntactic structure. This makes it difficult to use the information of recovered zero pronouns in SMT,
because there is no position information for the zero pronouns in the word sequence (for phrase-based
translation) or syntactic tree (for tree-based translation).

Only a few studies on the recovery of zero pronouns for Japanese-to-English statistical machine trans-
lation have been reported. Taira et al.(2012) reported that recovering zero pronouns in source Japanese
sentence, both by human and by simple rule-based methods, improved the accuracy of generating cor-
rect personal pronouns in target English sentence. However, they also reported that the BLEU scores
remained unchanged in both cases. Kudo et al. (2014) showed that generating zero subjects in Japanese
improved the BLEU score in preordering-based translation by about 0.5 points. They designed a specific
probabilistic model for dependency-based preordering to generate the subject when it was omitted from
the source Japanese sentence.

Chinese also has zero pronoun problems. Based on Chinese Penn Treebank, recovering zero pronouns
in Chinese is framed as a sub-problem of empty category detection, and some previous work on applying
empty category detection in Chinese-to-English statistical machine translation has been published.

Chung and Gildea (2010) reported that the automatic insertion of empty categories improved the accu-
racy of phrased-based machine translation. Xiang et al. (2013) proposed a log-linear model for the empty
category detection as a post-processor of the constituent parser, and combined it with Hiero and a tree-
to-string system. Wang et al. (2016) proposed NN-based unsupervised empty category detection and its
integration into phrase-based SMT. Their method succeeded in dialogue corpus in which the difference
in the word-order problems between Chinese and English are alleviated compared to written language
corpus because both Chinese and English have an SVO grammatical structure in shorter sentence.

Our approach is very close to the Xiang et al., (2013)’s method. We used an empty category detector
(Takeno et al., 2015) implemented as a post-processor of a Japanese constituent parser, and combined
it with preordering-based translation system (Hoshino et al., 2015). Yet, there are some differences
between our work and theirs. We used preordering as a way to improve the word alignment accuracy
after empty categories are recovered. We examined the effect of recovering *T* (trace) for the translation
of a relative clause.

158



3 Preordering with empty categories

Figure 2: Progress to integrate empty category detection into machine translation. In Fig.2(b), we anno-
tate reordering mark.W indicates that branches are to be swapped M indicates monotone

Fig. 2 shows the process of preordering with empty category detection for Japanese-to-English trans-
lation. We first parse the source Japanese sentence to obtain a constituent parse tree and apply empty
category detection to recover empty categories. We then binarize the augmented tree and apply the dis-
criminative preordering model to the binary tree to decide whether the children of each node should be
swapped (W=swap) or not (M=monotone). We then obtain reordered Japanese sentence as the yield of
the reordered tree. We provide details of each step as follows.

The remainder of this section contains further details of each step.

Japanese constituent parsing and empty category detection

We used a spinal tree-based shift-reduce parser (Hayashi et al., 2016) to obtain a constituent parse tree
for the source Japanese sentence. It is trained on the Keyaki Treebank and outputs flat phrase structure
as shown in Fig. 2(b). As this parser ignores empty categories, we used a log-linear model-based empty
category detector (Takeno et al., 2015) to recover empty categories. The parser can detect two empty
category types: dropped pronouns *pro* and the trace of the movement of the noun phrase (NP) *T*.
Although the original Keyaki Treebank has sub-categories of *pro*, such as *speaker* and *hearer*, we
unified them into *pro* as was done in our previous work of Takeno et al., (2015).

We used a rule-based tree binarization tool 1 provided with the Keyaki Treebank to convert a flat tree
as shown in Fig. 2(b) to a binary tree as shown in Fig. 2(c).

Building preordering model with empty categories

We extended Hoshino et al., (2015)’s preordering method to process empty categories in the source
Japanese sentence. According to Hoshino et al., (2015), they build a classifier for each node in the

1http://www.compling.jp/haruniwa/#create stripped
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source tree to decide whether its children need to be swapped. The oracle is decided to maximize the
Kendall’s τ between the reordered source sentence and the target sentences based on the word alignment
between the source and target sentences.

We used two methods to process empty categories in Hoshino et al., (2015)’s preordering method,
namely REORDERING(H) and REORDERING(C). The former of these methods trains the preordering
model using sentences with a manually constructed word alignment. As the currently available manual
word alignment examples do not have alignment information on empty categories, the trained preorder-
ing model is agnostic with regard to empty categories. If the input parse tree has an empty category, it is
treated as an NP with an unknown lexical symbol.

The latter of these two methods trains the preordering model using sentences with automatic word
alignment, which is obtained by using unsupervised word alignment tool GIZA++ (Och, 2007) for the
source Japanese sentences with empty categories recovered and the target sentences. If the input parse
tree has an empty category, it is treated as a noun phrases with a known lexical symbol.

It is noteworthy that the preordering procedure involves training the translation model on the reordered
source sentence as shown in Fig. 2(d). We can expect the word alignment for empty categories is im-
proved by this preordering. This is different from previous approaches such as Xiang et al., (2013),
where word alignment is automatically obtained from original source sentences with empty categories
recovered.

Filtering out unreliable empty categories
As we report with the experiment, the accuracy of Japanese empty category detection is relatively low,
even if we were to use the state-of-the-art Takeno et al., (2015)’s method. Therefore, we modified this
method to filter out unreliable empty categories.

Let T = t1t2 · · · tn be the sequence of nodes produced by the post-order traversal of the parse tree
from its root node, and ei be the empty category tag associated with ti. In Takeno et al., (2015), the
empty category tag for each node is decided by the following log-linear model:

êi = arg max
e∈E

P (e|ei−1
1 , T ) = arg max

e∈E
exp(θ · ϕ(e, ei−1

1 , T ))
Z(ei

1, T )

where E represents the set of all empty category types to be detected including NULL label (in our case,
either *pro*, *T*, or NULL).

The above equation means that an empty category is inserted if its probability is larger than that of
the NULL label. We modified the decision function so that, for a given threshold θ, we remove empty
categories if its probability is less than θ:

êi =

{
NULL if arg maxe∈E P (e|ei−1

1 , T ) < θ

arg maxe∈E P (e|ei−1
1 , T ) otherwise

The threshold θ is decided using development set on experiment.

4 Experiments

4.1 Empty category detection (before filtering)
We trained and evaluated the empty category detection model, following Takeno et al., (2015) settings.

We used the Keyaki Treebank as of November 15, 2015, which included 30,872 annotated sentences.
We used 1,000 sentences as the development set, and 1,003 sentences as the test set. These sentences
were taken from the files blog KNB.psd (blog), spoken CIAIR.psd (transcript), newswire MAINICHI-
1995.psd (newswire) to balance the domain. The remaining 20,646 sentences were used for training. We
used GloVe as word embedding, and Wikipedia articles in Japanese as of January 18, 2015, were used
for training, which amounted to 660 million words and 23.4 million sentences. We used the development
set to decide the dimension of word embedding and the window size for co-occurrence counts as 200
and 10, respectively.
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We performed the tests under two conditions: gold parse and system parse. Under the gold parse
condition, we used trees from Keyaki Treebank without empty categories as input to the systems. Under
the system parse condition, we used the output of the spinal tree-based shift-reduce parser (Hayashi et
al., 2016).

We evaluated these conditions using the word-position-level identification metrics described in Xiang
et al.,(2013). This approach projects the predicted empty category tags to the surface level. An empty
node is regarded as correctly predicted surface position in the sentence if and only if type (*T* or *pro*)
and function (SBJ, OB1 and so on) matches with the reference.

The results are presented in Table 1. For *pro* and *T*, the detector achieved 74.9%, 91.9% in F
scores, respectively, under the gold parse condition. However, the performance of detector is reduced
considerably under the system parse condition. In particular, the decline in the accuracy of *T* is re-
markable. These tendencies are the same as described in Takeno et al., (2015).

types INPUT P R F
pro GOLDEN 74.3 75.6 74.9
T GOLDEN 89.0 95.0 91.9

pro SYSTEM 60.9 66.2 63.4
T SYSTEM 50.0 42.2 45.8

Table 1: Empty category detection results[%]

4.2 Effects of empty categories on Machine Translation

Datasets and Tools

We tested the proposed method on two Japanese-to-English translation tasks; one of which involved the
IWSLT dataset, which was provided during the International Workshop on Spoken Language Translation
in 2005 (Eck and Hori, 2005). The dataset contains 19,972 sentences for training, 500 sentences for
tuning, and 1,000 sentences for testing. Although this dataset is small, it is appropriate for evaluating
the effectiveness of the proposed method since a spoken language corpus generally has many empty
categories. In particular, *pro* appears very often. The other dataset is the Kyoto Free Translation Task
corpus, the so called KFTT (Neubig, 2011). The KFTT is made from the “Japanese-English Bilingual
Corpus of Wikipedia’s Kyoto Articles”, which is created by manually translating Japanese Wikipedia
articles related to Kyoto City into English. The dataset consists of 440,000, 1,235, and 1,160 sentences
for training, tuning, and testing, respectively.

We built the preordering model by applying the empty category detection method to source Japanese
sentences to obtain syntactic trees with empty categories, as described in the previous section. We
achieved this by first tokenizing Japanese sentences by using a CRF-based tokenizing and chunking soft-
ware (Uchimoto and Den, 2008) to obtain the long unit words required by the Japanese parser (Hayashi
et al., 2016). We then achieved word alignment by using short unit words in Japanese obtained by using
the MeCab morphological analyzer with the UniDic dictionary2.

For the Japanese-to-English translation experiment, we used a phrase-based translation model (Koehn
et al., 2007). For all systems we compared, the language model is a 5-gram KenLM (Heafield, 2011),
which uses modified Kneser-Ney smoothing and tuning is performed to maximize the BLEU score using
minimum error rate training (Och, 2007). Other configurable setting of all tool use default values unless
otherwise stated.

We compared three translation methods, each with and without empty category detection. BASELINE
is a phrase-based machine translation system (Moses) (Koehn et al., 2007) which consists of training
data comprising a bilingual dataset without preordering. REORDERING(H) and REORDERING(C) are
described in the previous section. For REORDERING(H), 5,319 sentences with manual word alignment

2http://taku910.github.io/mecab/unidic
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Figure 3: Characteristic of machine translation evaluation scores to empty categories filtered for devel-
opment set of the IWSLT dataset

is used. These systems are equivalent to Hoshino et al., (2015)’s method. They are taken from both the
spoken language (CSJ) and written (KTC) language corpus.

As for evaluation measures, we use the standard BLEU (Papineni et al., 2002) as well as
RIBES (Isozaki et al., 2010), which is a rank correlation based metric that has been shown to be highly
correlated with human evaluations of machine translation systems between languages with a very differ-
ent word order such as Japanese and English.

Result of filtering empty categories
In this experiment, we search for the best threshold value to filter out empty categories in Sec 3. Changing
the threshold values θ from 0.50 to 1.0, we measure both BLEU and RIBES, where θ = 1.0 corresponds
to the result produces by machine translation systems trained from a dataset without empty categories.
When decoding the text into English, we set the distortion limit to 20 in all systems.

The result of the IWSLT dataset is shown in Fig. 3. It indicates that the threshold that are used to
filter out empty categories affect the result of machine translation accuracy and that setting the threshold
appropriately improves the result. For REORDERING(C), we achieved 33.6 in BLEU and 74.4 in RIBES
for a threshold value of θ = 0.75.

Fig. 3 shows that the BLEU score generally decreases as the threshold value is lowered. In particular
for REORDERING(H), the BLEU score drops dramatically for lower threshold value. A decrease in the
threshold value signifies an increase in the number of empty categories inserted into source languages and
REORDERING(H) does not consider empty categories explicitly on reordering. Therefore, we suspect
that REORDERING(H) tends to locate empty categories in unfavorable places.

The tendency displayed by BLEU and RIBES are differs for lower threshold values; BLEU decreases
dramatically, whereas RIBES is reduced moderately. We consider the difference to be caused by their
definitions: BLEU is sensitive to the word choice while RIBES is sensitive to the word order.

Inserting an element in the source sentence could result in inserting some words in the target sentence.
The change directly could affect word-sensitive metrics such as BLEU, but it does not necessarily affect
order-sensitive metrics such as RIBES, since RIBES changes only when the same word appears in both

162



the decoded sentence and the reference sentence.

Result of machine translation of empty categories

IWSLT-2005 JE dataset KFTT JE dataset
BLEU RIBES BLEU RIBES

METHODS dl=6 dl=20 dl=6 dl=20 dl=6 dl=20 dl=6 dl=20
BASELINE w/o EC 29.6 33.1 73.6 74.2 17.9 18.5 62.4 66.4
BASELINE w/ EC 29.2 33.6 74.1 75.7 18.1 18.6 62.5 65.4
REORDERING(C) w/o EC 29.4 33.2 74.6 76.3 19.2 19.3 64.8 65.7
REORDERING(C) w/ EC 29.6 34.3 75.8 78.8 19.4 19.8 65.2 66.0
REORDERING(H) w/o EC 29.7 33.8 74.1 76.8 19.3 19.9 65.2 66.2
REORDERING(H) w/ EC 29.3 34.1 75.6 78.6 19.5 20.2 65.5 66.3

Table 2: machine translation results with empty categories. dl means the distortion limit. EC indicates
empty categories are detected in dataset

We compared the machine translation accuracies between the baseline systems and the proposed sys-
tems integrated with empty category detection. In all experiments, we set the threshold value to 0.75 to
remove unreliable empty categories by filtering. Table 2 shows the results for IWSLT dataset and KFTT
datasets.

In the result for the IWSLT dataset, we find that empty category detection improves both of the metrics
RIBES and BLEU in each system when the distortion limit is set to 20. Empty category detection
increases the BLEU score by +0.5, +1.1, and +0.3 points for BASELINE, REORDERING(C) (empty
categories are preordered as known words) and REORDERING(H) ( empty categories are preordered as
unknown words), respectively. As for the RIBES metrics, it increases +1.5 points, +2.5 points and +1.8
points respectively. The best result we achieved was 34.3 in the BLUE score and 78.8 for the RIBES
score when REORDERING(C) with empty categories was used.

The result for the KFTT dataset showed that integration of empty category detection into the preorder-
ing model slightly improves both of the metrics RIBES and BLEU in each system when the distortion
limit is set to 6. Empty category detection has slightly bad effect on the BLEU score when the distortion
limit is set to lower value. The differences are +0.1 point, +0.2 point and 0.2 point for BASELINE, RE-
ORDERING(C) and REORDERING(H) respectively. The RIBES metrics increase by +0.1 point, +0.4
point and +0.3 point respectively. The best result we achieved was 20.2 in BLEU score and 66.3 for the
RIBES score when REORDERING(H) with empty categories was used.

Empty category detection considerably improves the IWSLT dataset, which is a spoken language
corpus, whereas it moderately improves the KFTT dataset, which is a written language corpus. Although
the improvement resulting from inserting empty categories into REORDERING(H), of which the empty
categories are regarded as unknown words, is +0.3 points in BLEU and 1.8 points in RIBES for the
IWSLT dataset, the improvement of inserting empty categories in REORDERING(C) is +0.5 points in
BLEU and +0.3 point RIBES. This shows that a preordering method which considers empty categories
has a slightly better.

Finally, we include several translation samples in Table 3 to illustrate the translation errors caused by
empty categories. The insertion of empty categories enables us to improve the translation if there are
missing elements on the source side. The first and second sample showed that we can obtain additional
grammatical output by making null elements explicit.

Some problems remain to be solved on the translation of empty categories. One of them is the ex-
cessive insertion of empty categories as we mentioned in our experiment. Filtering unreliable empty
category candidates enables us to alleviate the problem. However, we expect to improve the translation
accuracy by using both source and target contexts for filtering. Another major problem is the inference
of the attribute of empty categories such as the person, gender, and number. The last example in Table 3
necessity of inferring the person information of *pro*.
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Success translation
Reference i ’m in a hurry .

Source(EC) *pro*急いでいるんです。
NO EC are in a hurry .

ECs i ’m in a hurry .
Reference how much to rent it for three days ?

Source *pro*三日間借りるといくらになりますか。
Reordered Source *pro*いくらにますなりと借りる三日間か。

NO ECs i have a three days and how much will it be ?
ECs i have a three days and how much will it be ?

Pre-ordered w/o EC what would you like to hire and three days .
Pre-ordered w/ EC how much will it cost to three days ?

Failed translation
Reference do you have any fruits or plants ?

Source *pro*果物や植物を持っていますか。
Reordered Source *pro*いて持っます果物や植物をか。

NO ECs i have a carrying any plants and fruits ?
ECs i have fruit or plant ?

Pre-ordered w/o EC do you have some fruit or plants ?
Pre-ordered w/ EC i have a carrying any plants and fruits ?

Table 3: Translation Examples

5 Conclusion

In this paper, we propose a method to integrate empty category detection into preordering-based machine
translation system.

We examined the effect of empty category detection on both the IWSLT and KFTT datasets. We
showed by experiments that empty category detection results in an improvement in machine translation,
in particular for the IWSLT dataset, which is a spoken language corpus. We also showed that, by us-
ing preordering with empty categories, we were able to achieve consistent improvement in translation
accuracy for the KFTT dataset.

In future, we would like to improve the filtering strategy for empty categories. The integration of
empty categories into machine translation is problematic in that empty categories are inserted excessively.
There are some empty categories that are not aligned to any words in the target language. In this work,
we simply filtered these empty categories based on the probability to alleviate the problem. However,
for addressing this problem more appropriately, we should consider both source language context and
target language context. We expect the corpus-based approach such as Wang et al., (2016) address this
problem.
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Abstract

We describe here our approaches and results on the WAT 2016 shared translation tasks. We tried
to use both an example-based machine translation (MT) system and a neural MT system. We
report very good translation results, especially when using neural MT for Chinese-to-Japanese
translation. Overall, we could obtain best or close-to-best results in this shared task.

1 Introduction

This paper describes the experiments we did for the WAT 2016 (Nakazawa et al., 2016a) shared trans-
lation task. We used two different machine translation (MT) approaches. On one hand, we used an
incremental improvement to an example-based MT (EBMT) system: the KyotoEBMT system we used
for WAT 2015. On the other hand, we implemented a neural MT (NMT) system that makes use of the
recent results obtained by researchers in the field. We found that the NMT approach works very well on
the ASPEC (Nakazawa et al., 2016b) data, especially for the Chinese-to-Japanese direction. Overall, we
could obtain the best results reported for several language directions.

This paper is decomposed as such: in Section 2, we describe the incremental improvements to our
EBMT system compared with the WAT 2015 workshop. We then describe our NMT implementation
and the settings we used for our experiments in Section 3. Finally, we discuss the results obtained in the
shared task.

2 EBMT

The EBMT results that we submitted this year are essentially based on our KyotoEBMT system of last
year (Richardson et al., 2015), but with some improvements for the data preprocessing step.

2.1 Overview of KyotoEBMT
Figure 1 shows the basic structure of the KyotoEBMT translation pipeline. The training process begins
with parsing and aligning parallel sentences from the training corpus. The alignments are then used
to build an example database (‘translation memory’) containing ‘examples’ or ‘treelets’ that form the
hypotheses to be combined during decoding. Translation is performed by first parsing an input sentence
then searching for treelets matching entries in the example database. The retrieved treelets are combined
by a lattice-based decoder that optimizes a log linear model score. Finally, we use a reranker to select
the optimal translation from the n-best list provided by the decoder using additional non-local features.1

2.2 Improved Data Preprocessing
English spelling correction. The English data of the ASPEC-JE task contains a lot of spelling errors. For
example, the word “dielectric” is misspelled as “dieletcric” in many sentences. To address this, we apply
a lattice-based correction method. We first collect correction candidates for misspelled words using the
GNU Aspell toolkit.2 In the case of “dieletcric,” Aspell gives five correction candidates of “dielectric,”
“dielectrics,“ “dielectric’s,” “electric,” and “dialectic.” To select the correct correction for the misspelled

1Note that the results we submitted this year did not perform this reranking step.
2http://aspell.net
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Figure 1: Overview of KyotoEBMT. The translation pipeline can be roughly divided in 3 steps. Step 1
is the creation of the example database, trained from a parallel corpus. Step 2 is the parsing of an input
sentence and the generation of sets of initial hypotheses. Step 3 consists in decoding and reranking. The
tuning of the weights for decoding and reranking is done by a modified version of step 3.

word, we use all the candidates given by Aspell, and compose a lattice for the sentence that contains this
misspelled word. Finally, we select the best candidate based on the KyotoEBMT decoder with hand-
crafted weights for three features of the edit distance between the misspelled word, the language model
score, and the sentence length penalty. We verified that the correction precision of this method is about
95%. However, although over 1/3 of sentences in the training data of the ASPEC-JE task were changed
after applying the spelling correction, only slight MT performance improvement was observed (about
0.1 BLEU).

Chinese short unit segmentation. For the Chinese data of the ASPEC-JC task, we applied a new
segmentation standard. This standard is based on character-level POS patterns (Shen et al., 2016), which
can circumvent inconsistency and address data sparsity of conventional segmentation standards. As this
standard tends to segment words shorter than the conventional standards, we call it short unit segmenta-
tion. Applying short unit segmentation improves the MT performance by 0.3 BLEU on the Chinese-to-
Japanese translation direction of the ASPEC-JC task.

Because of time limitation, we were not able to apply the above improved data preprocessing for our
NMT system before the submission due for pairwise crowdsourcing evaluation. After the submission
due, we conducted experiments using Chinese short unit segmentation on the Chinese-to-Japanese trans-
lation direction of the ASPEC-JC task, and further updated the state-of-the-art result (46.04 → 46.36
BLEU).

3 NMT

NMT is a new approach to MT that, although recently proposed, has quickly achieved state-of-the-art
results (Bojar et al., 2016). We implemented our own version of the sequence-to-sequence with attention
mechanism model, first proposed in (Bahdanau et al., 2015). Our implementation was done using the
Chainer3 toolkit (Tokui et al., 2015). We make this implementation available under a GPL license.4

3http://chainer.org/
4https://github.com/fabiencro/knmt . See also (Cromieres, 2016)
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Figure 2: The structure of a NMT system with attention, as described in (Bahdanau et al., 2015) (but
with LSTMs instead of GRUs). The notation “<1000>” means a vector of size 1000. The vector sizes
shown here are the ones suggested in the original paper.

3.1 Overview of NMT

We describe here briefly the (Bahdanau et al., 2015) model. As shown in Figure 2, an input sentence
is first converted into a sequence of vector through an embedding layer; these vectors are then fed to
two LSTM layers (one going forward, the other going backward) to give a new sequence of vectors
that encode the input sentence. On the decoding part of the model, a target-side sentence is generated
with what is conceptually a recurrent neural network language model: an LSTM is sequentially fed the
embedding of the previously generated word, and its output is sent through a deep softmax layer to
produce the probability of the next word. This decoding LSTM is also fed a context vector, which is a
weighted sum of the vectors encoding the input sentence, provided by the attention mechanism.

3.2 Network Settings

For all experiments, we have used the following basic settings, which are mostly the same as in the
original (Bahdanau et al., 2015) paper:

• Source and target-side embeddings of size 620

• Source and target-side hidden states of size 1000

• Attention mechanism hidden states of size 1000

• Deep softmax output with a 2-maxout layer of size 500

For the recurrent cells of the encoder and the decoder, we first used GRUs (Chung et al., 2014), but then
switched to LSTMs (Hochreiter and Schmidhuber, 1997), as they seemed to give slightly better results.
We also considered stacking several LSTMs for both the encoder and the decoder. We considered stacks
of two and three LSTMs. Most of the results we provide are with stacks of two LSTMs. Although in
theory we would have expected 3-layer LSTMs to performe better, we did not get better results in the few
experiments we used them. One explanation is that 3-layer LSTMS are typically more difficult to train.
In addition, due to time constraints, we did not take as much time as in the 2-layer setting for finding
good hyperparameters for 3-layer LSTMs and training them sufficiently. In case of stacked LSTMs, we
used some inter-layer dropout regularization (Srivastava et al., 2014), as first suggested by (Zaremba et
al., 2014).

In addition, we have considered various vocabulary sizes. It is usually necessary to restrict the vocab-
ulary size when using NMT systems. Especially for the target language, as the output layer will become
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proportionally slower to compute (and use more memory) as vocabulary size increases. We considered
restricting vocabulary to 30k words and 200k words for source language. And we considered 30k and
50k words for the target languages. This means that we just keep the most frequent words, and replace
less frequent words by an UNK tag.

Because of this, the network can also sometime generate UNK tags when translating an input sentence.
To alleviate this issue, we use an idea first proposed in (Luong et al., 2015), which consists in replacing
the generated UNK tag by a dictionary-based translation of the corresponding source word. Finding
the corresponding source word is, however, not trivial. The scheme used in (Luong et al., 2015) for
finding the source word does not seem like a good fit in our case, because it considers implicitly that
source and target languages have similar word orders. This can be the case for English and French,
but not for English and Japanese or Japanese and Chinese, as in the tasks of WAT. Therefore, we find
the corresponding source word by using the attention mechanism: the word is the one on which the
maximum of attention was focused on when the UNK tag was generated. The problem here is that the
attention is not always focused on the correct word. This quite often leads to errors such as translating
twice an input word. Still, even with this approximate unknown word replacement method, we typically
get around +1∼1.5 BLEU after replacement.

3.3 Training Settings
We used ADAM (Kingma and Ba, 2014) as the learning algorithm. We found it works better
than ADADELTA (Zeiler, 2012) and a simple stochastic gradient descent without fine-tuning hyper-
parameters. We used a dropout rate of 20% for the inter-layer dropout. We also found that using L2
regularization through weight decay was quite useful. We found that a weight decay coefficient of 1e-6
was giving optimal results for our settings. Using 1e-7 was not as effective, and using 1e-5 lead to under
fitting of the model.

The training sentences were randomized, and then processed by minibatches of size 64. As processing
time tends to be proportional to the length of the largest sentence in the minibatch, we used an often-
used technique to make sentences in a given minibatch have similar sizes: we extract 20 x 64 sentences,
sort them by size, and then create 20 minibatches from these sorted sentences. Due to memory and
performance issues, it can also be necessary to limit the maximum size of training sentences. We dis-
carded training sentences whose source or target side was larger than a given length L. Depending on the
network settings, we chose L to be 80, 90 or 120.

We also used an early stopping scheme: every 200 training iterations, we computed the perplexity of
the development part of the ASPEC data. We also computed a BLEU score by translating this devel-
opment data with a “greedy search.”5 We kept track of the parameters that gave the best development
BLEU and the best development perplexity so far. Empirically, we found that the parameter with best
“greedy search” BLEU score was consistently beating the parameter with best perplexity when using
beam-search. However, we could obtain even better results by ensembling these two parameters, as
described in section 3.6.

3.4 Adding Noise to the Target Embeddings
We found it quite efficient to add noise to the output of the target embedding layer during training. Our
rationale for doing this was that, when translating a new input, there is a risk of cascading errors: if we
predict an incorrect word at time t, the embedding of this incorrect word is fed at time t + 1 to predict
the next word, increasing the likelihood that this next word is itself incorrect. We felt that, by adding
noise to the target embedding during training, we force the rest of the network to trust this input less, and
therefore to be more robust to prediction errors at previous steps. The noised embeddings are created by
multiplying the original embeddings with a random vector generated from a gaussian distribution with
both mean and variance equal to 1.

This did appear to significantly help in our preliminary experiments, with gains ranging from +1 to
+2 BLEU. However, it might be that these improvements only come from the regularization created by

5i.e., we did not use the beam search procedure described in section 3.5, but simply translated with the most likely word at
each step. Using a beam search is to slow when we need to do frequent BLEU evaluations.
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the noise, and is not directly linked to an increased robustness to prediction errors. We should do further
experiments to verify if there is a marked difference in results between adding noise the way we do, and
simply adding a dropout layer to any part of the network.

3.5 Beam Search

The naive way to translate using an NMT system such as the one we described is, after feeding the
input sentence, to produce the target words with the highest probability at each step. This is however
sub-optimal, as a better translation might include a sub-sequence that is locally less likely than another.
Hence, the idea is to use a form of beam-search to keep track of several translation hypotheses at once.

There are a few differences in the way we handle beam search, compared with other NMT implemen-
tations such as the one originally provided by the LISA lab of Université de Montréal.6 We came to this
method after a few iterative trials. We detail our beam search procedure in Algorithm 1.

Given an input sentence i of length Li, we first estimate the maximum length of the translation Lmt.
Lmt is estimated by Lmt = r · Li, where r is a language dependent ratio. We empirically found the
following values to work well : r = 1.2 for Japanese-to-English, r = 2 for English-to-Japanese, and
r = 1.5 for Japanese-to-Chinese and Chinese-to-Japanese.

At the end, we found it beneficial to rank the generated translations by their log-probability divided
by their length, instead of simply using the log-probability. This helps to counter-balance the fact that
the model will otherwise tend to be biased towards shorter translations. One could fear that doing this
will actually bias the model towards longer translations, but we did not observe such a thing; maybe in
part due to the fact that our algorithm caps the maximum length of a translation through the language-
dependent length ratio.

Although we have seen some claims that large beam width was not very helpful for NMT decoding,
we actually verified empirically that using a beam-width of 100 could give significantly better results
than a beam-width of 30 or less (of course, at the cost of a serious slow-down in the translation speed).
We used a beam-width of 100 in all our submitted results.

Algorithm 1 Beam Search
1: Input: decoder dec conditionalized on input sentence i, beam width B
2: Lmt← r · |i| ▷ Lmt: Maximum translation length, r: Language-dependent length ratio
3: finished← [] ▷ list of finished translations (log-prob, translation)
4: beam← array of Lmt item lists ▷ an item: (log-probability, decoder state, partial translation)
5: beam[0]← [(0, sti, ”)] ▷ sti: initial decoder state
6: for n← 1 to Lmt do
7: for (lp, st, t) ∈ beam[n− 1] do
8: prob, st′← dec(st, t[−1]) ▷ dec return the probability of next words, and the next state
9: for w, pw ∈ topB(prob) do ▷ topB return the B words with highest probability

10: if w = EOS then
11: add (lp + log(pw), t) to finished
12: else
13: add (lp + log(pw), st′, t + w) to beam[n]
14: end if
15: end for
16: end for
17: prune beam[n]
18: end for
19: Sort (lp, t) ∈ finished according to lp/|t|
20: return t s.t. lp/|t| is maximum

6https://github.com/lisa-groundhog/
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3.6 Ensembling
Ensembling has previously been found to widely increase translation quality of NMT systems. Ensem-
bling essentially means that, at each translation step, we predict the next word using several NMT models
instead of one. The two “classic” ways of combining the prediction of different systems are to either take
the geometric average or the arithmetic average of their predicted probabilities. Interestingly, although it
seems other researchers have reported that using the arithmetic average works better (Luong et al., 2016),
we actually found that geometric average was giving better results for us.

Ensembling usually works best with independently trained parameters. We actually found that even
using parameters from a single run could improve results. This had also been previously observed by
(Sennrich et al., 2016). Therefore, for the cases when we could only run one training session, we en-
sembled the three parameters corresponding to the best development loss, the best development BLEU,
and the final parameters (obtained after continuing training for some time after the best development
BLEU was found). We refer to this as “self-ensembling” in the result section. When we could do n
independent training, we kept these three parameters for each of the independent run and ensembled the
3 · n parameters.

3.7 Preprocessing
The preprocessing steps were essentially the same as for KyotoEBMT. We lowercased the English sen-
tences, and segmented automatically the Japanese and Chinese sentences. We used JUMAN to segment
the Japanese and SKP to segment the Chinese. We also tried to apply BPE segmentation (Sennrich et al.,
2015) in some cases.7

4 Results

We submitted the translation results of both EBMT and NMT systems, however, the automatic evaluation
results of NMT seemed to be quite superior to those of EBMT. Therefore, we selected NMT results for
the human evaluations for almost all the subtasks.

4.1 Specifics NMT Settings for Each Language Pair
The NMT training is quite slow. On an Nvidia Titan X (Maxwell), we typically needed 4∼7 days of
training for ASPEC-CJ, and more than 2 weeks for ASPEC-EJ. Therefore, it took us a lot of time to
experiment with different variations of settings, and we did not have the time to fully re-run experiments
with the best settings. We describe here the settings of the results we submitted for human evaluation.

Ja→ En Submission 1 corresponds to only one trained model, with self-ensembing (see Section 3.6).
In this case, source vocabulary was reduced to 200k words. For target vocabulary, we reduced the
vocabulary to 52k using BPE. We used a double-layer LSTM.

Submission 2 is an ensemble of four independently trained models, two of which were using GRUs,
and two of which were using LSTM. Source and target vocabularies were restricted to 30k words. For
each model, we actually used three sets of parameters (best development BLEU, best development per-
plexity, final), as described in Section 3.6. Therefore, ensembling was actually using 12 different models.

En→ Ja Submission 1 also corresponds to only one trained model. BPE was applied to both source
and target sides to reduce vocabulary to 52k. We used a double-layer LSTM and self-ensembling.

Ja → Zh Submission 1 corresponds to one trained model with self-ensembling, with double-layer
LSTM and 30k words for both source and target vocabularies.

Zh → Ja Submission 1 corresponds to ensembling two independently trained models using double-
layer LSTM with 30k source and target vocabularies. In addition, a model was trained on reversed
Japanese sentences and was used to rescore the translations.

Submission 2 corresponds to one independently trained model, using self-ensembling and using 200k
words for source vocabulary and 50k words for target vocabulary.

7using the BPE segmentation code at https://github.com/rsennrich/subword-nmt
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Subtask Ja→ En En→ Ja Ja→ Zh Zh→ Ja
Model EBMT NMT EBMT NMT EBMT NMT EBMT NMT
Human Evaluation 1 2 1 1 1 2
BLEU 21.22 24.71 26.22 31.03 36.19 30.27 31.98 36.63 46.04 44.29
RIBES 70.57 75.08 75.66 77.12 81.98 81.31 83.76 82.03 87.65 86.94
AM-FM 59.52 56.27 55.85 74.75 73.87 76.42 76.33 76.71 78.59 78.44
Pairwise - 47.00 44.25 - 55.25 30.75 58.75 - 63.75 56.00
Rank - 3/9 4/9 - 1/10 3/5 1/5 - 1/9 2/9
JPO adequacy - 3.89 - - 4.02 - 3.88 - 3.94 -
Rank - 1/3 - - 1/4 - 1/3 - 1/3 -

Table 1: Official automatic and human evaluation results of our EBMT and NMT systems for the ASPEC
subtasks.

Source 本フローセンサーの型式と基本構成，規格を図示，紹介。
Reference Shown here are type and basic configuration and standards of this flow with some dia-

grams.
EBMT This flow sensor type and the basic composition, standard is illustrated, and introduced.
NMT This paper introduces the type, basic configuration, and standards of this flow sensor.

Table 2: A Japanese-to-English translation example by our EBMT and NMT systems.

4.2 Official Evaluation Results

Table 1 shows the official automatic and human evaluation results of the ASPEC subtasks that we partic-
ipated in. “Rank” shows the ranking of our submissions among all the submissions for each subtask.

In view of the pairwise evaluation, our system achieved the best translation quality for all the subtasks
except for Ja→ En. The difference of the pairwise scores between the best system and our system for
Ja→ En is 1.25, which is not statistically significant. For all the other subtasks, the differences between
our system and others are statistically significant (p < 0.01).

As for the JPO adequacy evaluation, our system achieved the best translation quality for all the sub-
tasks. The differences of the score between our system and the 2nd graded systems are 0.058, 0.305,
0.245 and 0.300 for Ja→ En, En→ Ja, Ja→ Zh and Zh→ Ja respectively.

4.3 Error Analysis

We analyzed the translation results of both our EBMT and NMT systems. We found that the biggest
problem of EBMT is word order errors, which affects the fluency and meaning of the translations. This
is due to the reason that the word order of the translations in EBMT depends on the parse trees of the
input sentences, but the parsing accuracy is not perfect especially for Chinese. NMT tends to produce
fluent translations, however it lacks of adequacy sometimes.

The most common problem of NMT is that it could produce under or over translated translations, due
to the lack of a way for the attention mechanism to memorize the source words that have been translated
during decoding. We plan to address this problem with the coverage model proposed in (Tu et al., 2016).
The UNK words are also a big problem. Although we deal with them using the UNK replacement method
(Luong et al., 2015), it could simply fail because of errors for finding the corresponding source words
using attention.

We show a Japanese-to-English translation example by our EBMT and NMT systems in Table 2 to
illustrate some of the above problems. The translation produced by the EBMT system has a word order
problem that changes the meaning, making “the basic composition, standard” independent from “this
flow sensor.” It also has an agreement violation problem between the argument and the predicate that “is
illustrated” should be “are illustrated”. The translation produced by the NMT system is more fluent, but it
does not translate the source word “図示 (be illustrated)”. In addition, it adds the additional information
“this paper” to the translation.

It is interesting to note that the performance gap between NMT and EBMT is largest for Zh → Ja,
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when Chinese is also the language most difficult to parse. The gap is smaller when Japanese, the eas-
iest language to parse, is the source language. We can infer that the EBMT system is somehow quite
handicapped by source sentence parsing issues, as we had noted in our previous results.

5 Conclusion

We have described our experiments for WAT 2016 using both an EBMT system and a NMT system. We
could obtain the best or close-to-best results in each translation task. The NMT approach proved to be
quite successful, which is in line with other recent MT evaluation results (Bojar et al., 2016). In the
future, we will probably continue to explore the NMT approach, if possible merging in some elements
of our EBMT system. We could then hope to solve the weaknesses of the two systems that we identified
in our error analysis.
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Abstract

This paper reports our systems (UT-AKY) submitted in the 3rd Workshop of Asian Transla-
tion 2016 (WAT’16) and their results in the English-to-Japanese translation task. Our model is
based on the tree-to-sequence Attention-based NMT (ANMT) model proposed by Eriguchi et al.
(2016). We submitted two ANMT systems: one with a word-based decoder and the other with
a character-based decoder. Experimenting on the English-to-Japanese translation task, we have
confirmed that the character-based decoder can cover almost the full vocabulary in the target
language and generate translations much faster than the word-based model.

1 Introduction

End-to-end Neural Machine Translation (NMT) models have recently achieved state-of-the-art results
in several translation tasks (Luong et al., 2015a; Luong et al., 2015b). Those NMT models are based
on the idea of sequence-to-sequence learning (Sutskever et al., 2014), where both of the source and the
target sentences are considered as a sequence of symbols (e.g. words or characters) and they are directly
converted via a vector space. The sequence of symbols on the source side is input into a vector space,
and the sequence of symbols on the target side is output from the vector space. In the end-to-end NMT
models, the above architectures are embodied by a single neural network.

The optimal unit for NMT is an important research question discussed in the community. Early NMT
models employ a word as a unit of the sequence (Cho et al., 2014b; Sutskever et al., 2014). Sennrich et
al. (2016) have used a Byte-Pair Encoding (BPE) method to create a sub-word level vocabulary accord-
ing to the frequencies of sub-word appearance in the corpus. They successfully replaced a large word
vocabulary in German and Russian with a much smaller sub-word vocabulary. They have also shown
that their sub-word-based NMT model gives better translations than the word-based NMT models.

The smallest unit of a sequence of text data is a character. The character-based approach has attracted
much attention in the field of NMT, because it enables an NMT model to handle all of the tokens in the
corpus (Costa-jussà and Fonollosa, 2016; Chung et al., 2016). A hybrid model of the word-based and the
character-based model has also been proposed by Luong and Manning (2016). These studies reported
the success and effectiveness in translating the out-of-vocabulary words.

In this paper, we apply character-based decoding to a tree-based NMT model (Eriguchi et al., 2016).
The existing character-based models focus only on the sequence-based NMT models. The objective of
this paper is to analyze the results of the character-based decoding in the tree-based NMT model. We
also enrich the tree-based encoder with syntactic features. Figure 1 shows an overview of our system. We
conducted the English-to-Japanese translation task on the WAT’16 dataset. The results of our character-
based decoder model show that its translation accuracy is lower than that of the word-based decoder
model by 1.34 BLEU scores, but the character-based decoder model needed much less time to generate
a sentence.

2 Neural Machine Translation

End-to-end NMT models have recently outperformed phrase-based statistical machine translation (SMT)
models in several languages (Luong et al., 2015a; Eriguchi et al., 2016). Those NMT models are ba-
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Figure 1: WAT’16 Our system: tree-to-character Neural Machine Translation model.

sically composed of two processes called an encoder and a decoder. We feed a sequence of words
x = (x1, x2, · · · , xn) in the source language into the encoder, and the encoder converts the input data
into a vector space until the last n-th word in the sentence is input. Recurrent Neural Networks (RNNs)
are used to obtain the vectors of the sequence of data in the recent NMT models. The i-th hidden state
hi ∈ Rd×1 in the RNN holds a vector computed by the current input xi and the previous hidden state
hi−1 ∈ Rd×1:

hi = RNNencoder(Embed(xi), hi−1), (1)

where Embed(xi) is the word embedding vector of the i-th source word xi. h0 is set to 0.
Another RNN is used as the decoder to obtain the vectors for predicting the words on the target side.

The j-th hidden state sj ∈ Rd×1 of the RNN is computed from the previous hidden state sj−1 ∈ Rd×1

and the previous output word yj−1 as follows:

sj = RNNdecoder(Embed(yj−1), sj−1), (2)

where Embed(yj−1) is the word embedding vector of the (j − 1)-th target word yj−1. The first decoder
s1 is initialized with the last hidden state of the encoder hn.

The NMT models that simply connect the above two types of RNNs cannot capture strong relations
between the encoder units and the decoder unit, and they often fail to translate a long sentence. An
attention mechanism has been introduced to solve the problem by creating an attention path so that the
hidden states of the decoder can access each hidden state of the encoder (Bahdanau et al., 2015). Luong et
al. (2015a) have refined the calculation of the attention mechanism. In the decoder process, the attention
score αj(i) is computed by the j-th hidden state of the decoder sj and each hidden state of the encoder
hi as follows:

αj(i) =
exp(hi · sj)∑n

k=1 exp(hk · sj)
, (3)

where · represents the inner product, and its value of hi · sj is the similarity score between hi and sj .
The j-th context vector dj ∈ Rd×1 are computed as the summation of the hidden states:

dj =
n∑

i=1

αj(i)hi, (4)

where each of the hidden states is weighted by αj(i). We compute the j-th final decoder s̃j ∈ Rd×1 as
follows:

s̃j = tanh(Wd[sj ; dj ] + bd), (5)

where [sj ; dj ] ∈ R2d×1 denotes the concatenation of sj and dj . Wd ∈ Rd×2d is a weight matrix.
bd ∈ Rd×1 is a bias vector. The conditional probability of predicting an output is defined as follows:

p(yj |x, y<j) = softmax(Wss̃j + bs), (6)
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where Ws ∈ Rd×d is a matrix and bs ∈ Rd×1 is a bias.
The objective function to train the NMT models is defined as the sum of the log-likelihoods of the

translation pairs in the training data:

J(θ) =
1
|D|

∑
(x,y)∈D

log p(y|x), (7)

whereD denotes the set of parallel sentence pairs. When training the model, the parameters θ are updated
by Stochastic Gradient Descent (SGD).

3 Our systems: tree-to-character attention-based NMT model

Our system is mostly based on the tree-to-sequence Attention-based NMT (ANMT) model described
in Eriguchi et al. (2016) which has a tree-based encoder and a sequence-based decoder. They employed
Long Short-Term Memory (LSTM) as the units of RNNs (Hochreiter and Schmidhuber, 1997; Gers et
al., 2000). In their proposed tree-based encoder, the phrase vectors are computed from their child states
by using Tree-LSTM units (Tai et al., 2015), following the phrase structure of a sentence. We incorporate
syntactic features into the tree-based encoder, and the k-th phrase vector h

(p)
k ∈ Rd×1 in our system is

computed as follows:

ik = σ(U (i)
l hl

k + U (i)
r hr

k + W (i)zk + b(i)), f l
k = σ(U (fl)

l hl
k + U

(fl)
r hr

k + W (fl)zk + b(fl)),

f r
k = σ(U (fr)

l hl
k + U (fr)

r hr
k + W (fr)zk + b(fr)), ok = σ(U (o)

l hl
k + U (o)

r hr
k + W (o)zk + b(o)),

c̃k = tanh(U (c̃)
l hl

k + U (c̃)
r hr

k + W (o)zk + b(c̃)), ck = ik ⊙ c̃k + f l
k ⊙ cl

k + f r
k ⊙ cr

k,

h
(p)
k = ok ⊙ tanh(ck), (8)

where each of ik, ok, c̃k, ck, cl
k, cr

k, f l
k, and f r

k ∈ Rd×1 denotes an input gate, an output gate, a state for
updating the memory cell, a memory cell, the memory cells of the left child node and the right child node,
the forget gates for the left child and for the right child, respectively. W (·) ∈ Rd×d and U (·) ∈ Rd×m

are weight matrices, and b(·) ∈ Rd×1 is a bias vector. zk ∈ Rm×1 is an embedding vector of the phrase
category label of the k-th node. σ(·) denotes the logistic function. The operator ⊙ is element-wise
multiplication.

The decoder in our system outputs characters one by one. Note that the number of characters in
a language is far smaller than the vocabulary size of the words in the language. The character-based
approaches thus enable us to significantly speed up the softmax computation for generating a symbol,
and we can train the NMT model and generate translations much faster. Moreover, all of the raw text
data are directly covered by the character units, and therefore the decoder in our system requires few
preprocessing steps such as segmentation and tokenization.

We also use the input-feeding technique (Luong et al., 2015a) to improve translation accuracy. The
j-th hidden state of the decoder is computed in our systems as follows:

sj = RNNdecoder(Embed(yj−1), [sj−1; s̃j−1]), (9)

where [sj−1; s̃j−1] ∈ R2d×1 denotes the concatenation of sj−1 and s̃j−1.

4 Experiment in WAT’16 task

4.1 Experimental Setting
We conducted experiments for our system using the 3rd Workshop of Asian Translation 2016 (WAT’16)1

English-to-Japanese translation task (Nakazawa et al., 2016a). The data set is the Asian Scientific Paper
Excerpt Corpus (ASPEC) (Nakazawa et al., 2016b). The data setting followed the ones in Zhu (2015) and
Eriguchi et al. (2016). We collected 1.5 million pairs of training sentences from train-1.txt and the first

1http://lotus.kuee.kyoto-u.ac.jp/WAT/
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Sentences Parsed sentences

Train dataset 1,346,946 1,346,946
Dev. dataset 1,790 1,789
Test dataset 1,812 1,811

Table 1: The details of dataset in the ASPEC corpus.

Vocabulary size

|Vword| in English 87,796
|Vword| in Japanese 65,680
|Vcharacter| in Japanese 3,004

Table 2: Vocabulary sizes in the training models.

half of train-2.txt. We removed the sentences whose lengths are greater than 50 words. In the tree-based
encoder, binary trees of the source sentences were obtained by Enju (Miyao and Tsujii, 2008), which is a
probabilistic HPSG parser. We used phrase category labels as the syntactic features in the proposed tree-
based encoder. There are 19 types of phrase category labels given by Enju. In the word-based decoder
model, we employed KyTea (Neubig et al., 2011) as the segmentation tool for the Japanese sentences. We
performed the preprocessing steps of the data as recommended in WAT’16.2 Table 1 and Table 2 show
the details of the final dataset and the vocabulary sizes in our experiments. Each vocabulary includes
the words and the characters whose frequencies exceed five or two in the training data, respectively. The
out-of-vocabulary words are mapped into a special token i.e. “UNK”. As a result, the vocabulary size of
the characters in Japanese is about 22 times smaller than that of the words.

NMT models are often trained on a limited vocabulary, because the high computational cost of the
softmax layer for target word generation is usually the bottleneck when training an NMT model. In the
word-based models, we use the BlackOut sampling method (Ji et al., 2016) to approximately compute
the softmax layer. The parameter setting of BlackOut follows Eriguchi et al. (2016). In the character-
based models, we use the original softmax in the softmax layer. All of the models are trained on CPUs.3

We employed multi-threading programming to update the parameters in a mini-batch in parallel. The
training times of the single word-based model and the single character-based model were about 11 days
and 7 days, respectively.

We set the dimension size of the hidden states to 512 in both of the LSTMs and the Tree LSTMs. The
dimension size of embedding vectors is set to 512 for the words and to 256 for the characters. In our
proposed tree-based encoder, we use 64 and 128 for the dimension size of the phrase label embedding.
The model parameters are uniformly initialized in [−0.1, 0.1], except that the forget biases are filled with
1.0 as recommended in Józefowicz et al. (2015). Biases, softmax weights and BlackOut weights are filled
with 0. We shuffle the training data randomly per each epoch. All of the parameters are updated by the
plain SGD algorithm with a mini-batch size of 128. The learning rate of SGD is set to 1.0, and we halve it
when the perplexity of development data becomes worse. The value of gradient norm clipping (Pascanu
et al., 2012) is set to 3.0.

We use a beam search in order to obtain a proper translation sentence with the size of 20 and 5 in the
word-based decoder and the character-based decoder, respectively. The maximum length of a generated
sentence is set to 100 in the word-based decoder and to 300 in the character-based decoder. Cho et
al. (2014a) reported that an RNN-based decoder generates a shorter sentence when using the original
beam search. We used the beam search method proposed in Eriguchi et al. (2016) in order to output
longer translations. We evaluated the models by the BLEU score (Papineni et al., 2002) and the RIBES
score (Isozaki et al., 2010) employed as the official evaluation metrics in WAT’16.

4.2 Experimental Results

Table 3 shows the experimental results of the character-based models, the word-based models and the
baseline SMT systems. BP denotes the brevity penalty in the BLEU score. First, we can see small
improvements in the RIBES score of the single tree-to-sequence ANMT models with the character-
based decoder using syntactic features, compared to our proposed baseline system. System 1 is one of our
submitted systems. The translations are output by the ensemble of the three models, and we used a simple

2http://lotus.kuee.kyoto-u.ac.jp/WAT/baseline/dataPreparationJE.html
316 threads on Intel(R) Xeon(R) CPU E5-2667 v3 @ 3.20GHz
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Model BLEU (BP) RIBES

Character-based decoder

Our proposed baseline: tree-to-seq ANMT model 31.52 (0.96) 79.39
+ phrase label input (m = 64) 31.49 (0.95) 79.51
+ phrase label input (m = 128) 31.46 (0.95) 79.48

System1: Ensemble of the above three models w/ the original beam search 33.21 (0.86) 81.45

Word-based decoder

seq-to-seq ANMT model (Luong et al., 2015a) 34.64 (0.93) 81.60
tree-to-seq ANMT model (d = 512) 34.91 (0.92) 81.66
System2: Ensemble of the tree-to-seq ANMT models (Eriguchi et al., 2016) 36.95 (0.92) 82.45

Baseline system

Baseline 1: Phrase-based SMT 29.80 (——) 69.19
Baseline 2: Hierarchical Phrase-based SMT 32.56 (——) 74.70
Baseline 3: Tree-to-string SMT 33.44 (——) 75.80

Table 3: The results of our systems and the baseline systems.

beam search to confirm how much it effects the BLEU scores in the character-based models. We showed
the results of our proposed character-based decoder models by using the beam search method proposed
in Eriguchi et al. (2016). We collects the statistics of the relation between the source sentence length (Ls)
and the target sentence length (Lt) from training dataset and adds its log probability (log p(Lt|Ls)) as the
penalty of the beam score when the model predicts “EOS”. The BLEU score is sensitive to the value of
BP, and we observe the same trend in that the character-based approaches generate a shorter sentence by
the original beam search. As a result, each of the character-based models can generate longer translation
by +0.09 BP scores at least than System 1 using the original beam search.

The word-based tree-to-sequece decoder model shows slightly better performance than the word-
based sequence-to-sequence ANMT model (Luong et al., 2015a) in both of the scores. The results
of the baseline systems are the ones reported in Nakazawa et al. (2015). Compared to these SMT base-
lines, each of the character-based models clearly outperforms the phrase-based system in both of the
BLEU and RIBES scores. Although the hierarchical phrase-based SMT system and the tree-to-string
SMT system outperforms the single character-based model without phrase label inputs by +1.04 and by
+1.92 BLEU scores, respectively, our best ensemble of character-based models shows better performance
(+5.65 RIBES scores) than the tree-to-string SMT system.

All the submitted systems are evaluated by pairwise cloudsourcing. System 1 is ranked as the 9th out
of the 10 submitted models, and System 2 is ranked as the 6th.

5 Discussion

Table 4 shows a comparison of the speeds to predict the next word between the word-based decoder
and the character-based decoder when generating a sentence by a beam size of 1. The character-based
decoder is about 41 times faster than the word-based decoder. It is because the time to output a word by
using a softmax layer is roughly proportional to the vocabulary sizes of the decoders. In addition to the
low cost of predicting the outputs in the character-based model, the character-based decoder requires the
smaller size of beam search than the word-based model. The word-based decoder requires a beam size
of 20 when decoding, but a beam size of 5 is enough for the character-based decoder. It requires smaller
beam size for the character-based decoder to find the best hypothesis. We therefore conclude that the
character-based model works more efficiently as a translation model than the word-based model in terms
of the cost of the outputs.

Some translation examples of our systems are shown in Table 5. There are two types of source sen-
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Time (msec / sentence)

Word-based decoder 363.7
Character-based decoder 8.8

Table 4: Comparison of the times when outputting a sentence.

Source sentence A The electric power generation was the 380 micro watt.

Ground truth A 発電量は３８０マイクロワットであった。

Word-based 発電は３８０ UNKWであった。

Character-based 発電は３８０マイクロワットであった。

+ label input (m = 64) 電力発電は３８０マイクロワットであった。

Source sentence B This paper describes development outline of low-loss forsterite porcelain.

Ground truth B 低損失フォルステライト磁器の開発概要などをのべた。

Word-based ここでは，UNK UNKの開発概要を述べた。

Character-based 低損失フォルステライト磁器の開発概要を述べた。

+ label input (m = 64) 低損失フォルステライト磁器の開発概要を述べた。

Table 5: Translation examples of test data.

tences, the ground truth target sentences, and the translated sentences by the word-based model, by
the character-based model, and the character-based model using the syntactic features embedded with a
dimension size of 64. The words in the same color semantically correspond to each other.

In sentence A, we can see that the character-based models correctly translated the source word “micro”
with the characters “マイクロ”, while the word-based decoder requires the unknown replacement (Luong
et al., 2015b; Jean et al., 2015). When the word-based model outputs the target word “UNK”, the source
phrase ”micro watt” has the highest attention score (α = 0.78) and the source word “micro” has the
second highest attention score (α = 0.16). The word-based decoder model is successful in outputting
the original number (“３８０”) in the source side to the target side, and both of the character-based
decoder model has also succeeded in predicting a correct sequence of characters “３”, “８”, and “０”
one by one. The training dataset includes the translation of the word “380” into the characters“３８０”,
so the character-based model can be trained without copy mechanism (Ling et al., 2016) in this case.

In sentence B, the character-based models successfully translate “low-loss forsterite porcelain” into “
低損失フォルステライト磁器”. The word-based decoder model generates two “UNK”s. The source
word “forsterite” (“フォルステライト” in Japanese) has the highest attention score (α = 0.23) to the
first “UNK”, and the phrase “forsterite porcelain” has the second highest attention score (α = 0.21). The
second “UNK” is softly alined to the source word “porcelain” (“磁器” in Japanese) with the highest at-
tention score (α = 0.26) and to the source phrase “forsterite porcelain” with the second highest attention
score (α = 0.16).

6 Related Work

There are many NMT architectures: a convolutional network-based encoder (Kalchbrenner and Blun-
som, 2013), sequence-to-sequence models (Cho et al., 2014b; Sutskever et al., 2014) and a tree-based
encoder (Eriguchi et al., 2016). The objective of these research efforts focused on how to encode the
data in a language into a vector space and to decode the data in another language from the vector space.
Sennrich and Haddow (2016) improved the vector space of NMT models by adding linguistic features.
The text data is basically considered as the sequence of words.

180



The word-based NMT models cannot usually cover the whole vocabulary in the corpus. Rare words
are mapped into “unknown” words when the NMT models are trained. Luong et al. (2015b) proposed an
ex post facto replacement technique for such unknown words, and Jean et al. (2015) replace the unknown
word with the source word which has the highest attention score to the unknown word. Sennrich et al.
(2016) adopted a sub-word as a unit of the vocabulary for the NMT models and created the sub-word-
based vocabulary by the BPE method. The vocabulary based on the sub-words can cover much more
words in German and Russian, compared to the vocabulary based on the words. The NMT models
trained with the sub-word-based vocabulary performed better than the ones trained on the word-based
vocabulary.

Since the smallest units of text data are characters, character-based approaches have been introduced
into the fields of NMT. Costa-jussà and Fonollosa (2016) have shown that the character-based encoding
by using convolutional networks and the highway network as shown in Kim et al. (2016). Chung et
al. (2016) applied the character-based decoding to the NMT models, whose encoder is based on the
BPE units. Luong and Manning (2016) have proposed a hybrid NMT model flexibly switching from the
word-based to the character-based model. Each character-based NMT model shows better performance
than the word-based NMT models. All of theses models are, however, applied to sequence-based NMT
models, and there are no results of the character-based decoding applied to tree-based NMT models yet.

7 Conclusion

In this paper, we reported our systems (UT-AKY) submitted to the English-to-Japanese translation task
in WAT’16. Both of our systems are based on tree-to-sequence ANMT models, and one is a word-
based decoder model and the other is a character-based decoder model. We incorporated phrase category
labels into the tree-based ANMT model. The experimental results on English-to-Japanese translation
shows that the character-based decoder does not outperform the word-based decoder but exhibits two
promising properties: 1) It takes much less time to compute the softmax layer; and 2) It can translate any
word in a sentence.

Acknowledgements

This work was supported by CREST, JST, and JSPS KAKENHI Grant Number 15J12597.

References
Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. 2015. Neural Machine Translation by Jointly Learning

to Align and Translate. In Proceedings of the 3rd International Conference on Learning Representations.

KyungHyun Cho, Bart van Merrienboer, Dzmitry Bahdanau, and Yoshua Bengio. 2014a. On the Properties of
Neural Machine Translation: Encoder-Decoder Approaches. In Proceedings of Eighth Workshop on Syntax,
Semantics and Structure in Statistical Translation (SSST-8).

Kyunghyun Cho, Bart van Merrienboer, Caglar Gulcehre, Dzmitry Bahdanau, Fethi Bougares, Holger Schwenk,
and Yoshua Bengio. 2014b. Learning Phrase Representations using RNN Encoder–Decoder for Statistical
Machine Translation. In Proceedings of the 2014 Conference on Empirical Methods in Natural Language
Processing, pages 1724–1734.

Junyoung Chung, Kyunghyun Cho, and Yoshua Bengio. 2016. A character-level decoder without explicit seg-
mentation for neural machine translation. In Proceedings of the 54th Annual Meeting of the Association for
Computational Linguistics, pages 1693–1703.
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Abstract

This paper describes the SENSE machine translation system participation in the Third Workshop
for Asian Translation (WAT2016). We share our best practices to build a fast and light phrase-
based machine translation (PBMT) models that have comparable results to the baseline systems
provided by the organizers. As Neural Machine Translation (NMT) overtakes PBMT as the
state-of-the-art, deep learning and new MT practitioners might not be familiar with the PBMT
paradigm and we hope that this paper will help them build a PBMT baseline system quickly and
easily.

1 Introduction

With the advent of Neural Machine Translation (NMT), the Phrased-Based Machine Translation (PBMT)
paradigm casts towards the sunset (Neubig et al., 2015; Sennrich et al., 2016; Bentivogli et al., 2016;
Wu et al., 2016; Crego et al., 2016). As the NMT era dawns, we hope to document the best practices in
building a fast and light phrase-based machine translation baseline. In this paper, we briefly describe the
PBMT components, list the tools available for PBMT systems prior to the neural tsunami, and present our
procedures to build fast and light PBMT models with our system’s results in the WAT2016 (Nakazawa
et al., 2016).

1.1 Phrase-Based Machine Translation

The objective of the machine translation system is to find the best translation t̂ that maximizes the trans-
lation probability p(t|s) given a source sentence s; mathematically:

t̂ = argmax
t

p(t|s) (1)

Applying the Bayes’ rule, we can factorized the p(t|s) into three parts:

p(t|s) =
p(t)
p(s)

p(s|t) (2)

Substituting our p(t|s) back into our search for the best translation t̂ using argmax:

t̂ = argmax
t

p(t|s)

= argmax
t

p(t)
p(s)

p(s|t)

= argmax
t

p(t)p(s|t)

(3)

We note that the denominator p(s) can be dropped because for all translations the probability of the
source sentence remains the same and the argmax objective optimizes the probability relative to the set
of possible translations given a single source sentence. The p(t|s) variable can be viewed as the bilingual
dictionary with probabilities attached to each entry to the dictionary (aka phrase table). The p(t) variable

184



governs the grammaticality of the translation and we model it using an n-gram language model under
the PBMT paradigm.

Machine Translation developed rapidly with the introduction of IBM word alignment models (Brown
et al., 1990; Brown et al., 1993) and word-based MT systems performed word-for-word decoding word
alignments and n-gram language model.

The word-based systems eventually developed into the phrase-based systems (Och and Ney, 2002;
Marcu and Wong, 2002; Zens et al., 2002; Koehn et al., 2003) which relies on the word alignment
to generate phrases. The phrase-based models translate contiguous sequences of words from the source
sentence to contiguous words in the target language. In this case, the term phrase does not refer to the lin-
guistic notion of syntactic constituent but the notion of n-grams. Knight (1999) defined the word/phrase-
based model as a search problem that grows exponentially to the sentence length. The phrase-based
models significantly improve on the word-based models, especially for closely-related languages. This
mainly due to the modeling of local reordering and the assumption that most orderings of contiguous n-
grams are monotonic. However, that is not the case of translation between language pairs with different
syntactic constructions; e.g. when translating between SVO-SOV languages.

Tillmann (2004) and Al-Onaizan and Papineni (2006) proposed several lexicalized reordering and
distortion models to surmount most long-distance reordering issues. Alternatively, to overcome reorder-
ing issues with simple distortion penalty, Zollmann et al. (2008) memorized a larger phrase n-grams
sequence from a huge training data and allow larger distortion limits; it achieves similar results to more
sophisticated reordering techniques with lesser training data. In practice, reordering is set to a small
window and Birch et al. (2010) has shown that phrase-based models perform poorly even with short and
medium range reordering.

Och and Ney (2002) simplified the integration of additional model components using the log-linear
model. The model defines feature functions h(x) with weights λ in the following form:

P (x) =
exp(

∑n
i=1 λihi(x))
Z

(4)

where the normalization constant Z turns the numerator into a probability distribution.
In the case of a simple model in Equation (3), it contains the two primary features, we define the

components as such:

h1(x) = logp(t)
h2(x) = logp(s|t) (5)

where the h(x1) and h(x2) are associated with the λ1 and λ2 respectively.
The flexibility of the log-linear model allows for additional translation feature components to be added

to the model easily, e.g. the lexicalized reordering is modeled as additional feature(s) h(xi) in PBMT.
Additionally, the weights λ associated with the n components can be tuned to optimize the translation
quality over the parallel sentences, D (often known as the development set):

λn1 = argmax
λn
1

D∑
d=1

logPλn
1
(td|sd) (6)

Minimum Error Rate Training (MERT), a co-ordinate descent learning algorithm, is one of the
commonly used algorithms used for tuning the the λ weights.

The resulting PBMT system is generally made up of the following (i) n-gram language model(s), (ii)
probabilistic phrase table (optionally with additional feature(s)), (iii) probabilistic lexicalized reordering
table and (iv) a set of λ weights for their respective h(x).

The hierarchical phrase-based machine translation (aka hiero) extends the phrase-based models notion
of phrase from naive contiguous words to a sequence of words and sub-phrases (Chiang, 2005). Within
the hiero model, translation rules make use of the standard phrases and the reordering of the subphrases.
Such reordering can be expressed as a lexicalized gappy hierarchical rule using X1 and X2 as placeholders
for the subphrases.
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At the onset of SMT, the importance of linguistic information to translation was recognized by Brown
et al. (1993):

But it is not our intention to ignore linguistics, neither to replace it. Rather, we hope to enfold it
in the embrace of a secure probabilistic framework so that the two together may draw strength
from one another and guide us to better natural language processing systems in general and
to better machine translation systems in particular.

Factored SMT embarked on the task of effectively incorporating linguistics information from taggers,
parses and morphological analyzers into the machine translation pipeline. It is motivated by fact that
(i) linguistics information provides a layer of disambiguation to the ambiguity of natural language, (ii)
generalized translation of out-of-vocabulary (OOV) words to overcome sparsity of training data and (iii)
replace arbitrary limits with linguistics constraints put in place in the decoding process too keep the
search space tractable (Hoang and Lopez, 2009; Koehn et al., 2010; Hoang, 2011).

Among the numerous Machine Translation tools, the Moses Statistical Machine Translation system
is the de facto tool for building various machine translation models (vanilla, hierarchical or factored
PBMT). The Pharaoh system is its predecessor (Koehn, 2004). Other than the Moses system, the Joshua1

(Weese et al., 2011), Jane2 (Vilar et al., 2010), Phrasal3 (Cer et al., 2010) and cdec4 (Dyer et al., 2010)
systems are viable alternatives to build statistical MT models.

2 Fast and Light PBMT Setup

We used the phrase-based SMT implemented in the Moses toolkit (Koehn et al., 2003; Koehn et al.,
2007) with the following vanilla Moses experimental settings:

i. Language modeling is trained using KenLM using 5-grams, with modified Kneser-Ney smooth-
ing (Heafield, 2011; Kneser and Ney, 1995; Chen and Goodman, 1998). The language model is
quantized to reduce filesize and improve querying speed (Whittaker and Raj, 2001; Heafield et al.,
2013)

ii. Clustercat word clusters (Dehdari et al., 2016b) with MGIZA++ implementation of IBM word align-
ment model 4 with grow-diagonal-final-and heuristics for word alignment and phrase-extraction
(Koehn et al., 2003; Och and Ney, 2003; Gao and Vogel, 2008)

iii. Bi-directional lexicalized reordering model that considers monotone, swap and discontinuous ori-
entations (Koehn, 2005; Galley and Manning, 2008)

iv. To minimize the computing load on the translation model, we compressed the phrase-table and
lexical reordering model using Phrase Rank Encoding (Junczys-Dowmunt, 2012)

v. Minimum Error Rate Training (MERT) (Och, 2003) to tune the decoding parameters

Differing from the baseline systems proposed by the WAT2016 organizers, we have used (a) trie lan-
guage model with quantization in Step i (b) Clustercat with multi-threaded word aligments (MGIZA++)
instead of mkcls (Och, 1995) with GIZA++ in Step ii and (c) phrase table compression in Step iv.

Although MT practitioners can use Moses’ Experiment Management System (Koehn, 2010) to build
a PBMT baseline, the models might not be easily modifiable due to the pre-coded configurations. The
configuration constraints could become particularly frustrating when the model becomes prohibitively
huge with limited read-only and random access memory.

1joshua.incubator.apache.org
2http://www-i6.informatik.rwth-aachen.de/jane/
3http://nlp.stanford.edu/phrasal/
4https://github.com/redpony/cdec
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2.1 Quantization and Binarization of Language Models

Heafield et al. (2013) compared KenLM’s trie data structure against other n-gram language model toolkit.
He empirically showed that it uses less memory than the smallest model produced by other tools that
creates lossless models and it was faster than SRILM (Stolcke, 2002) that also uses a trie data structure.

The floating point non-positive log probabilities of the n-gram and its backoff penalty can be stored in
the trie exactly using 31 and 32 bits5 respectively. These floating point values can be quantized using q
bits per probability and r bit per backoff to save memory at the expense of decreased accuracy. KenLM
uses the binning method to sort floats, divides them into equal size bins and averages the value within
each bin. As such floats under the same bin shares the same value.

While quantization is lossy, we can use point compression (Whittaker and Raj, 2001) to remove the
leading bits of the pointers and implicitly store the table of offsets into the array. Although point com-
pression reduces the memory size of the language model, retrieving the offsets takes additional time.

The trie is produced by using the KenLM’s build binary tool. The quantization and trie binariza-
tion is performed using the last command below:

LM_ARPA=‘pwd‘/${TRAINING_DIR}/lm/lm.${LANG_E}.arpa.gz
LM_FILE=‘pwd‘/${TRAINING_DIR}/lm/lm.${LANG_E}.kenlm

${MOSES_BIN_DIR}/lmplz --order ${LM_ORDER} -S 80% -T /tmp \
< ${CORPUS_LM}.${LANG_E} | gzip > ${LM_ARPA}

${MOSES_BIN_DIR}/build_binary trie -a 22 -b 8 -q 8 ${LM_ARPA} ${LM_FILE}

The -a option sets the maximum number of leading bits that the point compression removes. The -q
and -b options sets the number of bits to store the n-gram log probability and backoff respectively6. We
can stack the point compression with quantization as shown above, the -a 22 -b 8 -q 8 will set
the maximum leading bits removal to 22 and stores the floating points for log probabilities and backoff
penalties using 8 bits.

2.2 MGIZA++ and Clustercat

Gao and Vogel (2008) implemented two parallelized versions of the original GIZA++ tool, PGIZA++
that uses multiple aligning processes where when the processes are finished, the master process collects
the normalized counts and updates the model and child processes are restarted in the next iteration and
MGIZA++ that uses multi-threading on shared memory with locking mechanism to synchronize memory
access.

Given a computing cluster (i.e. multiple machines), using PGIZA++ would be appropriate whereas
MGIZA++ is suited for a single machine with multiple cores. An up-to-date fork of MGIZA++ is main-
tained by the Moses community at https://github.com/moses-smt/mgiza.

While one might face issues with creating the MGIZA++ binaries from
source compilation7, the Moses community provides pre-built binaries8 on
http://www.statmt.org/moses/?n=moses.releases. These can be easily down-
loaded and saved to a directory (e.g. /path/to/moses-training-tools) on the terminal as
such:

wget -r -nH -nd -np -R index.html* \
http://www.statmt.org/moses/RELEASE-3.0/binaries/linux-64bit/training-tools/ \
-P /path/to/moses-training-tools

And the EXT BIN DIR variable in the training script can be set and be used in the translation model
training process as such:

5Backoff penalty may sometimes be positive
6Note that unigram probabilities are never quantized
7Following the instructions on http://www.statmt.org/moses/?n=Moses.ExternalTools#ntoc3
8E.g. the direct link for the Linux OS can be found on http://www.statmt.org/moses/RELEASE-3.0/binaries/linux-

64bit/training-tools/
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EXT_BIN_DIR=/path/to/moses-training-tools/

${MOSES_SCRIPT}/training/train-model-10c.perl \
--root-dir ‘pwd‘/${TRAINING_DIR} \
--model-dir ‘pwd‘/${MODEL_DIR} \
--corpus ${CORPUS} \
--external-bin-dir ${EXT_BIN_DIR} \
--mgiza -mgiza-cpus 10 \
--f ${LANG_F} \
--e ${LANG_E} \
--parallel \
--alignment grow-diag-final-and \
--reordering msd-bidirectional-fe \
--score-options "--GoodTuring" \
--lm 0:${LM_ORDER}:${LM_FILE}:8 \
--cores ${JOBS} \
--sort-buffer-size 10G \
--parallel \
>& ${TRAINING_DIR}/training_TM.log

The --mgiza option activates the MGIZA++ binary and -mgiza-cpus 10 specifies the training
to be done with 10 CPU threads. The default option is to use IBM model 4 where the probability for each
word is conditioned on both the previously aligned word and on the word classes of its context words9.

To generate the word classes, MGIZA++ uses a single-threaded version of an old exchange clustering
algorithm implementation, mkcls, which can be rather slow when the training corpus is sufficiently
huge. Instead, we suggest the use of Clustercat10, another exchange clustering algorithm that has a
wrapper to emulate mkcls command-line interface and outputs. Clustercat is an implementation of
the Bidirectional, Interpolated, Refining, and Alternating (BIRA) predictive exchange algorithm; notably,
ClusterCat clusters a 1 billion token English News Crawl corpus in 1.5 hours while mkcls might
take 3 days on the same machine (Dehdari et al., 2016a). To use Clustercat with MGIZA++, simply
create a symbolic link the mkcls wrapper from Clustercat to the moses-training-tools
directory, e.g.:

EXT_BIN_DIR=/path/to/moses-training-tools/
mv ${EXT_BIN_DIR}/mkcls mkcls-original
ln -s /path/to/clustercat/bin/mkcls ${EXT_BIN_DIR}/mkcls

2.3 Phrase Table and Lexicalized Reordering Table Compression

Extending the classic dictionary-based compression methods, Junczys-Dowmunt (2012) proposed the
phrasal rank encoding compression algorithm where repeated sub-phrases are replaced by pointers in the
phrase dictionary which results in a reduction in phrase table size. At decompression, the sub-phrases
are looked up and re-inserted based on the pointers.

Strangely, Moses implementation of MERT releases the phrase table and lexicalized reordering tables
after every cycle and reload it when attempting to decode the development data with the updated feature
parameters. A reduced phrase table size would not only speed up the table loading in decoding time but
more importantly, it speeds up the table loading at every MERT epoch.

The table compression tools are found in the Moses binary directory and can be activated while filter-
ing the phrase table and lexicalized reordering table using -Binarizer option as shown below:

${MOSES_SCRIPT}/training/filter-model-given-input.pl \
${MODEL_DIR}.filtered/dev \
${MODEL_DIR}/moses.ini \
${DEV_F} \
-Binarizer ${MOSES_BIN_DIR}/processPhraseTableMin ${MOSES_BIN_DIR}/processLexicalTableMin \
-threads ${JOBS}

9--giza-option allows users to use train with other word alignment models
10https://github.com/jonsafari/clustercat
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3 Results

Team Other Resources System BLEU HUMAN
JAPIO JAPIO corpus PBMT with pre-ordering 58.66 46.25
NTT - NMT with bidi-LSTM 44.99 46.50
NTT - PBMT with pre-ordering 40.75 39.25
SENSE - Vanilla PBMT (clustercat) 38.90 -
SENSE - Vanilla PBMT (mkcls) 38.75 -
ORGANIZER - Baseline PBMT 38.34 0

Table 1: Top Systems and Our Submissions to WAT2016 Patent Task (Chinese-Japanese)

Team Other Resources System BLEU HUMAN
NICT-2 ASPEC PBMT with Preordering 34.64 14.00

+ Domain Adaptation
NICT-2 - PBMT with Preordering 34.64 -11.00

+ Domain Adaptation
BJTU NLP - NMT using RNN Encoder- 32.79 -1.00

Decoder with attention
SENSE - Vanilla PBMT (clustercat) 32.11 -
ORGANIZER - Baseline PBMT 32.03 0
SENSE - Vanilla PBMT (mkcls) 31.84 -

Table 2: Top Systems and Our Submissions to WAT2016 Patent Task (Japanese-Chinese)

Using the fast and light PBMT system described in the previous section, we submitted the system outputs
to the WAT 2016 shared task (Nakazawa et al., 2016) for Japanese to Chinese patent translation task and
the Indonesian to English news domain task11.

The Japan Patent Office (JPO) Patent corpus is the official resource provided for the Japanese-Chinese-
Korean-English shared task. The training dataset is made up of 1 million sentences (250k each from
the chemistry, electricity, mechanical engineering and physics domains). The Badan Pengkajian dan
Penerapan Teknologi (BPPT) corpus is the official resource provided for the English-Indonesian shared
task. The training dataset is made up of 1 million 50,000 training sentences from the general news
domain.

Table 1 and 2 present our submission to the Japanese-Chinese Patent Task in WAT2016. Due to time
constraint, we were not able to make the submission in time for the manual evaluation. Looking at the
BLEU scores, we achieved relatively close BLEU scores for both translation directions as compared to
the organizers’ PBMT baseline.

From Table 1, we see that the NMT system achieved the best HUMAN score given a lower BLEU12,
this reinforced the rise of NMT era. More importantly, we see a huge difference in JAPIO’s PBMT
BLEU score (58.66) and NTT’s NMT BLEU score (58.66) but both system achieved similar HUMAN
scores. The same disparity in BLEU and HUMAN scores is evident from Table 2 where both NICT-2
PBMT systems (one trained with additional ASPEC corpus and the other without) scored 34.64 BLEU
but the HUMAN score disparity ranges from -11.00 to +14.00. Such disparity reiterated the disparity
between n-gram based metric and human evaluation in Tan et al. (2015a).

11In previous editions of WAT (Nakazawa et al., 2014; Nakazawa et al., 2015), we had participated using similar PBMT
system in the English-Japanese-Chinese scientific text translation task using the ASPEC corpus, our results had been presented
in Tan and Bond (2014) and Tan et al. (2015b) and in the Korean-English patent translation task using the JPO corpus (Tan et
al., 2015a)

12Reported BLEU scores on JUMAN tokenizer
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Team System BLEU HUMAN
SENSE Vanilla PBMT (clustercat) 25.31 1.250
SENSE Vanilla PBMT (mkcls) 25.16 -2.750
ORGRANIZER Online A 24.20 35.75
ORGRANIZER Baseline PBMT 23.95 0
IITB Bilingual Neural LM 22.35 -9.250
ORGRANIZER Online B 18.09 10.50

Table 3: Results of WAT2016 English-Indonesian News Domain Task

Team System BLEU HUMAN
ORGANIZER Online A 28.11 49.25
SENSE Vanilla PBMT (clustercat) 25.97 -8.25
SENSE Vanilla PBMT (mkcls) 25.62 -5.00
ORGANIZER Baseline PBMT 24.57 0
IITB Bilingual Neural LM 22.58 -
ORGANIZER Online B 19.69 34.50

Table 4: Results of WAT2016 Indonesian-English News Domain Task

Table 3 and 4 presents the results for the Indonesian-English News Domain Task. From Table 3, we
achieve the highest BLEU scores in the English-Indonesia direction with a difference of >1.0+ BLEU
score with respect to the baseline PBMT provided by the organizers. However, our HUMAN scores
show that the quality of our system output is only marginally better than the baseline. Comparatively,
the online system A has similar BLEU scores to the organizer’s baseline but achieved stellar HUMAN
scores of +35.75. Table 4 shows the results for the English-Indonesian task, the online system A and B
achieved the best HUMAN scores. In both directions, we see the same automatic vs manual evaluation
disparity from System B’s low BLEU and high HUMAN scores and from our system’s high BLEU and
low/marginal HUMAN scores.

4 Conclusion

We motivate and describe the steps to build a fast and light phrase-based machine translation model
that achieved comparable results to the WAT2016 baseline. We hope that our baseline system helps
new MT practitioners that are not familiar with the Moses ecology13 to build PBMT models. The full
training script is available on https://github.com/alvations/vanilla-moses/blob/
master/train-vanilla-model.sh.
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Abstract

Unlike European languages, many Asian languages like Chinese and Japanese do not have ty-
pographic boundaries in written system. Word segmentation (tokenization) that break sentences
down into individual words (tokens) is normally treated as the first step for machine translation
(MT). For Chinese and Japanese, different rules and segmentation tools lead different segmen-
tation results in different level of granularity between Chinese and Japanese. To improve the
translation accuracy, we adjust and balance the granularity of segmentation results around terms
for Chinese–Japanese patent corpus for training translation model. In this paper, we describe a
statistical machine translation (SMT) system which is built on re-tokenized Chinese–Japanese
patent training corpus using extracted bilingual multi-word terms.

1 Introduction

China and Japan are producing a large amount of patents in their respective languages. Making Chi-
nese patents available in Japanese, and Japanese patents in Chinese is an important task for increasing
economical development in Asia and international world. The translation of patents is a key issue that
should be helped by the use of SMT.

Word segmentation is normally treated as the first step for SMT between Chinese and Japanese.
Patents contain large amounts of domain-specific terms in words or multi-word expressions. This brings
up the question of word segmentation: we may not want to tokenize terms in specific domains in patents.
But we cannot control the tokenization of the multi-word terms: a large number of multi-word terms
are always segmented into several single-word terms in one language but may not be segmented in an-
other language, or some of the multi-word terms in two languages have different levels of granularity in
segmentation because of different conventions of segmentation in different languages.

The related work by Chang et al. (2008) shows that segmentation granularity of Chinese word seg-
mentation affects the translation accuracy and that it is very important for MT. In (Chu et al., 2013), for
improving the translation accuracy of scientific papers, they make use of a constructed mapping table for
adjusting Chinese segmentation results according to Japanese segmentation based on characters shared
between Chinese and Japanese. In our work, we focus on terms and patent segmentation and translation.
To improve SMT translation accuracy, we change and adjust the segmentation for terms using extracted
bilingual multi-word terms for both languages (not only for Chinese or Japanese).

Frantzi et al. (2000) describes a combination of linguistic and statistical methods (C-value/NC-value)
for the automatic extraction of multi-word terms from English corpora. In (Mima and Ananiadou, 2001),
it is showed that the C-/NC-value method is an efficient domain-independent multi-word term recogni-
tion not only in English but in Japanese as well. In this paper, we adopt the C-value method to extract
monolingual multi-word terms in Chinese and Japanese, and combine it with the sampling-based align-
ment method (Lardilleux and Lepage, 2009) and kanji-hanzi conversion method for bilingual multi-word
term extraction. We build SMT systems based on re-tokenized Chinese–Japanese patent training corpus
using the extracted bilingual multi-word terms.

Place licence statement here for the camera-ready version, see Section ?? of the instructions for preparing a manuscript.
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Language Sentence

Chinese 该/ 钽阳/极体 /通常/是/烧结/的/。

Japanese タンタル/陽極/ボディ /は/、/通常/、/焼結/さ/れて/いる/。
Meaning ‘Tantalum anode body are usually sintered.’

Chinese 贴片/52/-/58/也/通过/导线/连接/到/系统/ 控制器 /30/。

Japanese パッチ/52/〜/58/は/、/また/、/電線/に/よって/システム/ コント/ローラ /30/に/接続/さ/れる/。
Meaning ‘Patches 52-58 are also connected to the system controller 30 by wires.’

Chinese 在/第一/热/处理/之后/，/ 氧化物 / 半导体层 /变成/ 缺氧 /的/氧化物/半导体/，/即/，/电阻率/变得/更低/。

Japanese 酸化/物 / 半導体/層 /は/、/第/1/の/加熱/処理/後/に/ 酸素/欠乏 /型/と/なり/、/低/抵抗/化/する/。

Meaning
‘The oxide semiconductor layer becomes an oxygen-deficient type after the first heat treatment, namely,

the resistivity becomes lower.’

Chinese 这/是/因为/水/与/ 异氰/酸酯基 /反应/，/以/形成/ 脲键 /。

Japanese これ/は/、/水/と/ イソシアネート/基 /が/反応/する/こと/で/、/ ウレア/結合 /が/生じる/ため/である/。
Meaning ‘This is because of the reaction between water and isocyanate groups for forming urea bonds.’

Chinese 在/检测/出/的/ 放射线/量 /小于/阈值/的/情况/下/，/为/否定/判断/，/从而/进入/到/步骤/110/。

Japanese 検知/した/ 放射/線量 /が/閾値/未満/である/場合/は/、/否定/さ/れて/ステップ/110/へ/進む/。

Meaning
‘In the case where the radiation dose detected is less than the threshold, it is considered as the negative

judgment, then go to step 110.’

Chinese 因而/，/在/本/ 实施/方式 /中/，/能够/高效率/地/进行/关于/ 肺气肿 /的/ 图像/诊断 /的/支援/。

Japanese 従って/、/本/ 実施/形態 /で/は/、/ 肺/気腫 /に/関する/ 画像/診断 /の/支援/を/効率/良く/行なう/こと/が/できる/。
Meaning ‘Thus, in this embodiment, the support on the image diagnosis of emphysema can be performed efficiently.’

Figure 1: Examples of Chinese–Japanese patent segmentation. Terms in different languages are tok-
enized at different levels of granularity. Segmentation tools used are Stanford for Chinese and Juman
for Japanese. The words given in the box are the multi-word terms or single-word terms in Chinese or
Japanese. The words in the same color have corresponding translation relations between two languages.

2 Word Segmentation for Chinese–Japanese Patent Corpus

Figure 1 gives the examples for Chinese–Japanese patent sentences which are tokenized at different lev-
els of granularity based on different segmentation tools. For instance, the multi-word term 钽阳/极体
(‘tantalum anode body’) in Chinese has a translation relation with the multi-word タンタル/陽極/ボ
ディ in Japanese, but actually, they do not have any correspondence in word-to-word alignments. Sim-
ilar examples are given as 异氰/酸酯基 (‘isocyanate group’) in Chinese and イソシアネート/基 in
Japanese,放射线/量 (‘radiation dose’) in Chinese and放射/線量 in Japanese. Another case is that some
terms are multi-word terms in one language but single-word terms in another language. For instance, the
single-word term肺气肿 (‘emphysema’) in Chinese and the multi-word term肺/気腫 in Japanese. For
keeping the direct and exact translations between Chinese and Japanese terms, we intend to re-tokenize
Chinese–Japanese parallel sentences center around bilingual multi-word terms. As such, correspondence
and meaning of terms come into focus when adjusting word tokenization granularity.

To do this, we extract bilingual multi-word terms from an existing Chinese–Japanese training corpus,
then we build SMT systems based on the re-tokenized training corpus using these extracted bilingual
multi-word terms by enforcing them to be considered as one token.

3 Chinese–Japanese Bilingual Multi-word Term Extraction

In this section, we describe a bilingual multi-word term extraction method used in our work. We combine
using C-value for monolingual multi-word extraction with the sampling-based alignment method and
kanji-hanzi conversion method for bilingual multi-word term extraction.
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3.1 Monolingual Multi-word Term Extraction

The C-value is an automatic domain-independent method, commonly used for multi-word term extrac-
tion. This method has two main parts: linguistic part and statistical part. The linguistic part gives the type
of multi-word terms extracted relying on part-of-speech tagging, linguistic filters, stop list, etc. The sta-
tistical part measure a termhood to a candidate string, and output a list of candidate terms with decreasing
order of C-value. In our experiments, we extract multi-word terms which contain a sequence of nouns
or adjectives followed by a noun in both Chinese and Japanese. This linguistic pattern1 can be written
as follows using a regular expression: (Adjective|Noun)+ Noun. The segmenter and part-of-speech
tagger that we use are the Stanford parser2 for Chinese and Juman3 for Japanese.

The statistical part, the measure of termhood, called the C-value, is given by the following formula:

C–value(a) =

log2 |a| · f(a) if a is not nested,

log2 |a|
(
f(a)− 1

P (Ta)
∑

b∈Ta
f(b)

)
otherwise (1)

where a is the candidate string, f(.) is its frequency of occurrence in the corpus, Ta is the set of extracted
candidate terms that contain a, P (Ta) is the number of these candidate terms.

In our experiments, we follow the basic steps of the C-value approach to extract Chinese and Japanese
monolingual multi-word terms respectively from the existing Chinese–Japanese training corpus. We
firstly tag each word in the Chinese and the Japanese corpus respectively; we then extract multi-word
terms based on the linguistic pattern and the formula given above for each language. The stop list is
used to avoid extracting infelicitous sequences of words consists of 240 function words (including num-
bers, letters and punctuations etc.). Examples of term candidates in Chinese and Japanese extracted are
shown in Table 1. We then re-tokenize such candidate terms in the Chinese–Japanese training corpus by
enforcing them to be considered as one token. Each candidate multi-word term is aligned with markers.

3.2 Bilingual Multi-word Term Extraction

We extract bilingual multi-word terms based on re-tokenized Chinese–Japanese training corpus (with
extracted monolingual muti-word terms) with two methods: one is using the sampling-based alignment
method, another one is taking kanji-hanzi conversion into consideration.

3.2.1 Using Sampling-based Method
To extract bilingual aligned multi-word terms, we use the open source implementation of the sampling-
based alignment method, Anymalign (Lardilleux and Lepage, 2009), to perform word-to-word alignment
(token-to-token alignment)4 from the above monolingual terms based re-tokenized Chinese–Japanese
training corpus. We recognize the multi-word term to multi-word term alignments between Chinese and
Japanese by using the markers. We then filter these aligned multi-word candidate terms by setting some
threshold P for the translation probabilities in both directions.

Table 2 shows some bilingual multi-word terms that we extracted by setting a threshold P with 0.6. It
is possible that some incorrect alignments are extracted. Such examples appear on the alignments with ∗.
To improve the precision (good match) of the results, we further filter these extracted bilingual multi-
word terms (obtained by setting threshold P ) by computing the ratio of the lengths in words between the
Chinese (Japanese) part and its corresponding Japanese (Chinese) part.

We set the ratio of the length in words between two languages with 1.0, 1.5, 2.0 and 2.5. The precision
of the kept bilingual multi-word terms in each ratio is assessed by sampling 100 bilingual multi-word
terms. On the bilingual multi-word term extraction results obtained by setting P=0.6, the precisions

1Pattern for Chinese: (JJ |NN)+ NN , pattern for Japanese: (形容詞 | 名詞)+ 名詞. ‘JJ’ and ‘形容詞’ are codes for
adjectives, ‘NN’ and ‘名詞’ are codes for nouns in the Chinese and the Japanese taggers that we use.

2http://nlp.stanford.edu/software/segmenter.shtml
3http://nlp.ist.i.kyoto-u.ac.jp/index.php?JUMAN
4This is done by the option -N 1 on the command line. Experiments were also done with GIZA++, the sampling-based

alignment method is more efficient than GIZA++.
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Chinese or Japanese sentences Extracted monolingual terms

Chinese: 在]P糖尿病]NN ,]PU更]AD具体]VA地]DEV 1]CD型]NN或]CC 2]CD型型型]NN糖糖糖尿尿尿病病病]NN患者]NN的]DEC情况]NN中]LC

,]PU本]DT发明]NN的]DEC药物]NN容许]VV血液]NN葡葡葡萄萄萄糖糖糖]NN浓浓浓度度度]NN更]AD有效]VA地]DEV适应]VV于]P血血血糖糖糖]NN正正正
常常常]JJ水水水平平平]NN。]PU

型 糖尿病
‘the type of diabetes’
葡萄糖 浓度

‘glucose concentration’
血糖 正常 水平

‘normal blood glucose level’

Japanese: 本/接頭辞発明/名詞の/助詞薬剤/名詞は/助詞、/特殊糖糖糖尿尿尿/名名名詞詞詞病病病/名名名詞詞詞、/特殊より/副詞詳細に/形容詞は/助詞 1/特殊型/接尾辞又
は/助詞 2/特殊型/接尾辞糖糖糖尿尿尿/名名名詞詞詞病病病/名名名詞詞詞の/助詞患者/名詞の/助詞場合/名詞に/助詞血/名詞中/接尾辞グググルルルコココーーーススス/名名名詞詞詞濃濃濃度度度/名名名詞詞詞を/助詞正正正
常常常/形形形容容容詞詞詞血血血糖糖糖/名名名詞詞詞レレレベベベルルル/名名名詞詞詞まで/助詞より/助詞効果/名詞的に/接尾辞適合/名詞さ/動詞せる/接尾辞こと/名詞を/助詞可能に/形容詞

する/接尾辞。/特殊

糖尿 病
‘diabetes’

グルコース 濃度
‘glucose concentration’
正常 血糖 レベル

‘normal blood glucose level’

English meaning: ‘In diabetes, more particularly, type 1 or 2 diabetes cases, the drug of the present invention allows
the blood glucose concentration more effectively adapt to normal blood glucose levels.’

Chinese: 在]P该]DT方法]NN中]LC ,]PU能够]VV得到]VV从]P心心心脏脏脏]NN周周周期期期]NN内]LC的]DEG心心心收收收缩缩缩]NN期期期]NN到]VV心]NN舒
张]VV期]NN之间]LC的]DEG血液]NN移动]VV的]DEC 1]CD个]M以上]LC的]DEG图像]NN。]PU

心脏 周期
‘cardiac cycle’
心收缩 期

‘systole’

Japanese: この/指示詞方法/名詞に/助詞おいて/動詞は/助詞、/特殊心心心臓臓臓/名名名詞詞詞周周周期期期/名名名詞詞詞内/接尾辞の/助詞心心心/名名名詞詞詞収収収縮縮縮/名名名詞詞詞期期期/名名名詞詞詞か
ら/助詞心心心/名名名詞詞詞拡拡拡張張張/名名名詞詞詞期期期/名名名詞詞詞まで/助詞の/助詞間/名詞の/助詞血血血液液液/名名名詞詞詞移移移動動動/名名名詞詞詞の/助詞 1/名詞枚/接尾辞以上/接尾辞の/助詞画像/名詞

が/助詞得/動詞られる/接尾辞。/特殊

心臓 周期
‘cardiac cycle’
心 収縮 期

‘systole’
心 拡張 期

‘diastole’
血液 移動

‘blood moving’
English meaning: ‘In this method, we can obtain more than one images of blood moving from systole of cardiac cycle

to diastole.’

Table 1: Examples of multi-word term extracted using C-value, based on the linguistic pattern:
(Adjective|Noun)+ Noun.

for each ratio are 94%, 92%, 90% and 80%. It is obvious that the precision of the extracted bilingual
multi-word terms decreases rapidly when the ratio tends to 2.5, thus we set the ratio of the lengths in
both directions to a maximum value of 2.0 to keep precision and recall high at the same time. Another
filtering constraint is to filter out alignments of the Japanese part which contains hiragana. This constraint
results from an investigation of the distribution of the components in Japanese by which we found that
multi-word terms made up of “kanji + hiragana” or “kanji + hiragana + katakana” have lower chance to
be aligned with Chinese multi-word terms (see Table 3).

3.2.2 Using Kanji-hanzi Conversion Method
Table 2 leads to the observation that some correctly aligned bilingual terms cannot be extracted by using
the methods we described in Section 3.2.1. Such examples of terms are given in Table 2 with ×. Such
examples are the multi-word terms on one side (Chinese or Japanese) are not multi-word terms in another
side (Japanese or Chinese), or filtered by setting a threshold on translation probabilities. Kanji-hanzi

Extract
or not

Correct
or not

Chinese Japanese Meaning P (t|s) P (s|t)
© √

葡萄糖 浓度 グルコース 濃度 ‘glucose concentration’ 0.962121 0.891228
© √

血糖 正常 水平 正常 血糖 レベル ‘normal blood glucose level’ 1.000000 1.000000
© √

心脏 周期 心臓 周期 ‘cardiac cycle’ 1.000000 1.000000
© √

心收缩 期 心 収縮 期 ‘systole’ 1.000000 0.833333
© √

脂肪 酸酯 脂肪 酸 エステル ‘fatty acid ester’ 1.000000 0.983333
© ∗ 糖尿病 小鼠 中肾 小管 上皮 细胞 上皮 細胞 - 1.000000 1.000000
© ∗ 上述 液体状 前記 アルカリ 活性 結合 材 - 1.000000 1.000000
© ∗ 上述靶 蛋白 種々の 上記 - 1.000000 1.000000
× √

糖尿病 糖尿 病 ‘diabetes’ 1.000000 0.666667
× √

肺癌 肺 癌 ‘lung cancer’ 1.000000 1.000000
× √

杀生 物剂 殺生 物 剤 ‘biocide’ 0.600000 0.107143
× √

官能 基 官能 基 ‘functional group’ 0.250000 0.009231
× √

废 热 廃 熱 ‘waste heat’ 0.844444 0.240506

Table 2: Extraction of Chinese–Japanese bilingual multi-word terms by setting a threshold P with 0.6
for both directions. © and× show the bilingual multi-word term alignment that are kept or excluded.

√
and ∗ show the extracted multi-word terms are correct or incorrect alignments by human assessment.
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Components for multi-word
terms in Japanese

Sample ] of these terms

all kanji 心 収縮 期 28,978 (55%)

kanji/katakana + katakana
正常 血糖 レベル

19,913 (37.7%)
ホスト システム

kanji + hiragana 様々な 分野 3,377 (6.3%)
kanji + hiragana + katakana 好適な 重力 ミキサー 517 (1%)

Table 3: Distribution of the components for multi-word terms in Japanese (52,785 bilingual multi-word
terms obtained by setting threshold P with 0).

conversion method can be used to extract this kind of bilingual multi-word terms.

We keep the alignments where either one side is a multi-word term; we convert Japanese words only
made up of Japanese kanji into simplified Chinese characters through kanji-hanzi conversion. By doing
so, we generate a Zh–Ja–Converted-Ja file automatically where each line consists in the Chinese term,
the original Japanese term and the converted Japanese term (simplified Chinese term). We compare
Converted-Ja with the Zh, if a converted Japanese term is equal to its corresponding Chinese term in
each character, we keep this pair of bilingual term. In this way, we can extract more reliable Chinese–
Japanese bilingual aligned multi-word terms.

We combined three different freely available sources of data to maximize our conversion results. The
first source of data we used is the Unihan database5. In particular we used the correspondence relation
SimplifiedVariant in the Unihan Mapping Data of the Unihan database. The second source of data we
used is the Langconv Traditional-Simplified Conversion6 data. It contains a database for traditional-
simplified character. The third source of data we used concerns the case where the characters in Japanese
are proper to Japanese. For this case, we used a hanzi-kanji mapping table, provided in the resource簡
体字と日本漢字対照表7 which consists of simplified hanzi and kanji pairs. Table 4 shows the results
of extracted bilingual multi-word terms by kanji-hanzi conversion using these three sources of data.

Zh Ja Converted-Ja Meaning Human assessment

Without any Conversion
官能 基 官能 基 官能 基 ‘functional group’

√
肺癌 肺 癌 肺 癌 ‘lung cancer’

√
免疫原 免疫 原 免疫 原 ‘immunogen’

√

By Traditional-Simplified Conversion
脉管 脈脈脈 管 脉 管 ‘vessel’

√
高温 杀菌 高温 殺殺殺菌 高温 杀菌 ‘high temperature sterilization’

√
放射线 源 放射 線線線 源 放射 线 源 ‘radiation source’

√

By hanzi-kanji Mapping Table

心收缩 期 心 収収収縮縮縮 期 心 收缩 期 ‘systole’
√

废热 回收 廃廃廃 熱熱熱 回収収収 废 热 回收 ‘waste heat recovery’
√

肺气肿 肺 気気気腫腫腫 肺 气肿 ‘pulmonary emphysema’
√

添加剂 添加 剤剤剤 添加 剂 ‘additive’
√

肝脏 再生 作用 肝臓臓臓 再生 作用 肝脏 再生 作用 ‘liver regeneration action’
√

Table 4: Extraction of bilingual Chinese–Japanese multi-word terms using kanji-hanzi conversion.

3.3 Bilingual Multi-word Terms Used in SMT

We re-tokenize the Chinese–Japanese training parallel corpus with the further filtered bilingual multi-
word terms (by ratio of the lengths in words and components of the terms) combine with the extraction
results by kanji-hanzi conversion. Each pair of bilingual multi-word terms are re-tokenized as one token
and aligned with markers. In the procedure for building SMT systems, we training the Chinese–Japanese
translation models on the re-tokenized training corpus. A language model is trained with the Japanese
corpus without re-tokenizing annotation. We then remove the markers from the phrase tables before
perform tuning and decoding in SMT experiments.

5http://www.unicode.org/Public/UNIDATA/
6http://code.google.com/p/advanced-langconv/source/browse/trunk/langconv/?r=7
7http://www.kishugiken.co.jp/cn/code10d.html
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4 Experiments and Results

4.1 Chinese–Japanese Experimental Data Used

The Chinese–Japanese parallel sentences used in our experiments are randomly extracted from the
Chinese–Japanese JPO Patent Corpus (JPC)8. JPC consists of about 1 million parallel sentences with
four sections (Chemistry, Electricity, Mechanical engineering, and Physics). It is already divided into
training, tuning and test sets: 1 million sentences, 4,000 sentences and 2,000 sentences respectively. For
our experiments, we randomly extract 100,000 parallel sentences from the training part, 1,000 parallel
sentences from the tuning part, and 1,000 from the test part. Table 5 shows basic statistics on our data
sets.

Baseline Chinese Japanese

train
sentences (lines) 100,000 100,000
words 2,314,922 2,975,479
mean ± std.dev. 23.29 ± 11.69 29.93 ± 13.94

tune
sentences (lines) 1,000 1,000
words 28,203 35,452
mean ± std.dev. 28.31 ± 17.52 35.61 ± 20.78

test
sentences (lines) 1,000 1,000
words 27,267 34,292
mean ± std.dev. 27.34 ± 15.59 34.38 ± 18.78

Table 5: Statistics on our experimental data sets (after tokenizing and lowercasing). Here ‘mean ±
std.dev’ gives the average length of the sentences in words.

4.2 Monolingual and Bilingual Multi-word Term Extraction

We extract 81,618 monolingual multi-word terms for Chinese and 93,105 for Japanese respectively based
on the 100,000 lines of training corpus as indicated in Table 5. The precision was 95% in both languages.
For keeping the balance between monolingual term used for re-tokenization in both languages, we re-
tokenize the training corpus in each language with the same number of Chinese and Japanese monolin-
gual multi-word terms. They are the first 80,000 monolingual multi-word terms with higher C-value in
both languages.

Table 6 gives the number of bilingual multi-word terms obtained for different thresholds P (translation
probabilities) from the re-tokenized (with extracted monolingual multi-word terms) 100,000 lines of
training corpus (given in column (a)). Table 6 also gives the results of filtering with the constraints on the
ratio of lengths in words between Chinese and Japanese terms and filtering out Japanese terms containing
hiragana (given in column (a + b)). We extracted 4,591 bilingual multi-word terms (100% good match)
from 309,406 phrase alignments obtained by word-to-word alignment from Chinese–Japanese training
corpus using kanji-hanzi conversion. The number of the extracted multi-word terms using kanji-hanzi
conversion combined with further filtering by constraints are given in Table 6 (column (a + b + c)).

5 Translation Accuracy in BLEU and Result Analysis

We build several SMT systems with Chinese–Japanese training corpora re-tokenized using:

• several thresholds P for filtering (Table 6 (a))

• further filtering with several thresholds combined with kanji-hanzi conversion results (Table 6 (a +b
+ c))

We train several Chinese-to-Japanese SMT systems using the standard GIZA++/MOSES
pipeline (Koehn et al., 2007). The Japanese corpus without re-tokenizing is used to train a language
model using KenLM (Heafield, 2011). After removing markers from the phrase table, we tune and test.

8http://lotus.kuee.kyoto-u.ac.jp/WAT/patent/index.html
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Filtering by thresholds P (a) Filtering by thresholds P (a) + the ratio of lengths + the components (b) + kanji-hanzi conversion (c)

Thresholds P
] of bilingual
multi-word
terms (a)

BLEU p-value
] of bilingual multi-word

terms (a + b)
] of bilingual multi-word

terms (a + b + c)
BLEU p-value

≥ 0.0 52,785 (35% ) 32.63 > 0.05 48,239 (63%) 49,474 (70%) 33.15 < 0.01
≥ 0.1 31,795 (52%) 32.76 > 0.05 29,050 ( 68%) 30,516 (78% ) 33.10 < 0.01
≥ 0.2 27,916 (58%) 32.57 > 0.05 25,562 (75%) 27,146 (83%) 33.05 < 0.01

Baseline - 32.38 - - - 32.38 -
≥ 0.3 25,404 (63%) 33.07 < 0.01 23,321 (78% ) 25,006 (83%) 33.21 < 0.01
≥ 0.4 23,515 (72%) 32.92 < 0.01 21,644 (80%) 23,424 (84%) 33.29 < 0.01
≥ 0.5 21,846 (76%) 33.05 < 0.01 20,134 (85%) 22,000 (88%) 33.38 < 0.01
≥ 0.6 20,248 (78%) 33.61 < 0.01 18,691 (88%) 20,679 (89%) 33.93 < 0.01
≥ 0.7 18,759 (79%) 32.92 < 0.01 17,340 (88%) 19,460 (90%) 33.43 < 0.01
≥ 0.8 17,311 (79%) 33.34 < 0.01 16,001 (89%) 18,265 (90%) 33.41 < 0.01
≥ 0.9 15,464 (80%) 33.47 < 0.01 14,284 (92%) 16,814 (93%) 33.52 < 0.01

Table 6: Evaluation results in BLEU for Chinese to Japanese translation based on re-tokenized training
corpus using different thresholds (a); based on combination of the ratio of lengths + the components (b)
with kanji-hanzi conversion (c).

In all experiments, the same data sets are used, the only difference being whether the training data is re-
tokenized or not with bilingual multi-word terms. Table 6 shows the evaluation of the results of Chinese-
to-Japanese translation in BLEU scores (Papineni et al., 2002). Compared with the baseline system, for
the training corpus re-tokenized with further filtering combined with kanji-hanzi conversion results (a
+b + c), we obtain significant improvements in all thresholds. We obtain 1.55 BLEU point (threshold of
0.6) improvements compare with the baseline system. In this case, 20,679 re-tokenized terms are used.
It is also improve 0.3 BLEU point comparing with the case of the bilingual terms are filtered only by
thresholds (a). We then test 2,000 sentences based on this best SMT system and the baseline system. We
obtain a significant BLEU score with 33.61 compare with the baseline system 32.29 (p-value < 0.01).

Figure 2 gives an example of improvement in Chinese-to-Japanese translation. Thanks to our method,
re-tokenizing the training corpus with bilingual multi-word terms gave a better translation accuracy
(BLEU=15.92) of the test sentence given in this example. Re-tokenizing and grouping the bilingual
multi-word term together increased the probability of multi-word term to multi-word term translation,
i.e., “免疫 测定 方法” to “免疫 測定 方法” (‘immunoassay’) in this example. This prevents the
separated 1-to-1 or 2-to-2 gram translation of isolated source words in inappropriate order or position,
like “免疫” to “免疫” (‘immunity’) and “测定 方法” to “測定 方法” (‘measuring method’). In
this example, re-tokenization of the training corpus with extracted bilingual multi-word terms induced a
direct and exact translation.

Test sentence (Chinese): 作为(0)测定(1)被(2)检液(3)中(4)的(5)特定(6)成分(7)的(8)方法(9)，(10)存在(11)许多(12)

利用(13)了(14)抗原(15)抗体(16)反应(17)的(18) 免疫(19)测定(20)方法(21) 。(22)

Baseline (BLEU=15.92): 測定 |1-1|は |2-2|、 |10-11|多くの |12-12|方法 |9-9|として |0-0|は |13-13|、 |14-14|
抗原抗体 |15-16|反応の |17-18| 免疫 |19-19| 检液 |3-3|内の |4-5|特定の |6-6|成分 |7-7|の |8-8|
測定 |20-20|方法 |21-21| 。 |22-22|

Re-tokenizing training corpus with bilingual
multi-word terms (BLEU=25.54):

測定 |1-1|が |2-2|液 |3-3|内の |4-5|特定の |6-6|成分の |7-8|方法 |9-9|として |0-0|、 |10-11|
抗原抗体反応させ |15-17|の |18-18| 免疫測定方法 |19-21| については多数の |12-12|
利用 |13-13|されている |14-14|。 |22-22|

Reference (Japanese): 被検液中の特定成分を測定する方法として、抗原抗体反応を利用した

免疫測定方法 が数多く存在する。

Figure 2: Example of Chinese-to-Japanese translation improvement. The numbers in the parentheses
show the position of the word in the test sentence. The numbers in the vertical lines show for the
translation result (Japanese), the position of the n-gram used in the test sentence (Chinese).
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6 Conclusion and Future Work

In this paper, we described a Chinese–Japanese SMT system for the translation of patents built on a
training corpus re-tokenized using automatically extracted bilingual multi-word terms.

We extracted monolingual multi-word terms from each part of the Chinese–Japanese training corpus
by using the C-value method. For extraction of bilingual multi-word terms, we firstly re-tokenized the
training corpus with these extracted monolingual multi-word terms for each language. We then used the
sampling-based alignment method to align the re-tokenized parallel corpus and only kept the aligned
bilingual multi-word terms by setting different thresholds on translation probabilities in both directions.
We also used kanji-hanzi conversion to extract bilingual multi-word terms which could not be extracted
using thresholds or only one side is multi-word terms. We did not use any other additional corpus or
lexicon in our work.

Re-tokenizing the parallel training corpus with the results of the combination of the extracted bilingual
multi-word terms led to statistically significant improvements in BLEU scores for each threshold. We
then test 2,000 sentences based on the SMT system with the highest BLEU score (threshold of 0.6). We
also obtained a significant improvement in BLEU score compare with the baseline system.

In this work, we limited ourselves to the cases where multi-word terms could be found in both lan-
guages at the same time, e.g., 血糖 正常 水平 (Chinese) 正常 血糖 レヘル (Japanese) (‘normal
blood glucose level’), and the case where multi-word terms made up of hanzi/kanji are recognized in
one of the languages, but not in the other language. e.g. 癌细胞 (Chinese)癌 細胞 (Japanese) (‘cancer
cell’) or低 压 (Chinese)低圧 (Japanese) (‘low tension’).

Manual inspection of the data allowed us to identify a third case. It is the case where only one side is
recognized as multi-word term, but the Japanese part is made up of katakana or a combination of kanji
and katakana, or the Japanese part is made up of kanji but they do not share the same characters with
Chinese after kanji-hanzi conversion. Such a case is, e.g.,碳纳米管 (Chinese)カーボン ナノチュー
ブ (Japanese) (‘carbon nano tube’) and 控制器 (Chinese) コント ローラ (Japanese) (‘controller’),
or 逆变 器 (Chinese) インバータ (Japanese) (‘inverter’) or still 乙酸乙酯 (Chinese) 酢酸 エチル
(Japanese) (‘ethyl acetate’) and 尿键 (Chinese) ウレア 結合 (Japanese) (‘urea bond’) , or 氧化物
(Chinese)酸化 物 (Japanese) (‘oxide’) and缺氧 (Chinese)酸素 欠乏 (Japanese) (‘oxygen deficit’).
In a future work, we intend to address this third case and expect further improvements in translation
results.
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Abstract

In machine translation, we must consider the difference in expression between languages. For
example, the active/passive voice may change in Japanese-English translation. The same verb
in Japanese may be translated into different voices at each translation because the voice of a
generated sentence cannot be determined using only the information of the Japanese sentence.
Machine translation systems should consider the information structure to improve the coherence
of the output by using several topicalization techniques such as passivization.

Therefore, this paper reports on our attempt to control the voice of the sentence generated by
an encoder-decoder model. To control the voice of the generated sentence, we added the voice
information of the target sentence to the source sentence during the training. We then generated
sentences with a specified voice by appending the voice information to the source sentence. We
observed experimentally whether the voice could be controlled. The results showed that, we
could control the voice of the generated sentence with 85.0% accuracy on average. In the evalu-
ation of Japanese-English translation, we obtained a 0.73-point improvement in BLEU score by
using gold voice labels.

1 Introduction

In a distant language pair such as Japanese-English, verbs between the source language and the target
language are often used differently. In particular, the voices of the source and target sentences are some-
times different in a fluent translation when considering the discourse structure of the target side because
Japanese is a pro-drop language and does not the use passive voice for object topicalization.

In Table 1, we show the number of occurrences of each voice in high-frequency verbs in Asian Sci-
entific Paper Expert Corpus (ASPEC; Nakazawa et al. (2016b)). In the top seven high frequency verbs,
“show” tended to be used in active voice, whereas “examine,” “find,” and “observe” tended to be used
in the passive voice. However, “describe,” “explain,” and “introduce” tended not to be used in any par-
ticular voice. For example, the voice of the verb “introduce” could not be determined uniquely, because
it was sometimes used in phrases like “This paper introduces ...” and, sometimes, “... are introduced.”
Therefore, it is possible that the translation model failed to learn the correspondence between Japanese
and English.

Recently, recurrent neural networks (RNNs) such as encoder-decoder models have gained considerable
attention in machine translation because of their ability to generate fluent sentences. However, compared
to traditional statistical machine translation, it is not straightforward to interpret and control the output
of the encoder-decoder models. Several attempts have been made to control the output of the encoder-
decoder models. First, Kikuchi et al. (2016) proposed a new Long Short-Term Memory (LSTM) network
to control the length of the sentence generated by an encoder-decoder model in a text summarization task.
In their experiment, they controlled the sentence length while maintaining the performance compared
to the results of previous works. Second, Sennrich et al. (2016) attempted to control the honorific in
English-German neural machine translation (NMT). They trained an attentional encoder-decoder model
using English (source) data to which the honorific information of a German (target) sentence was added.
They restricted the honorific on the German side at the test phase.
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Verb # Active # Passive # Total
show 21,703 10,441 (32.5%) 32,144
describe 12,300 17,474 (58.7%) 29,774
explain 7,210 13,073 (64.5%) 20,283
introduce 6,030 9,167 (60.3%) 15,197
examine 3,795 11,100 (74.5%) 14,895
find 2,367 12,507 (84.1%) 14,874
observe 1,000 12,626 (92.7%) 13,626
All verbs 383,052 444,451 (53.7%) 827,503

Table 1: Number of occurrences of each voice in high-frequency verbs.

Figure 1: Flow of the automatic annotation for training an NMT.

Similar to Sennrich et al. (2016), this paper reports on our attempt to control the voice of a sentence
generated by an encoder-decoder model. At the preprocessing phase, we determined the voice of the root
phrase in the target side by parsing and added it to the end of the source sentence as a voice label. At the
training phase, we trained an attentional encoder-decoder model by using the preprocessed source data.
Lastly, we controlled the voice of the generated sentence by adding a voice label to the source sentence
at the test phase. We tested several configurations: (1) controlling all sentences to active/passive voices,
(2) controlling each sentence to the same voice as the reference sentence, and (3) predicting the voice
using only the source sentence. The result showed that we were able to control the voice of the generated
sentence with 85.0% accuracy on average. In the evaluation of the Japanese-English translation, we
obtained a 0.73-point improvement in BLEU score compared to the NMT baseline, in the case of using
the voice information of the references.

2 Controlling Voice in Neural Machine Translation

2.1 The Control Framework
In Japanese-English translation, the voices of the source and target sentences sometimes differ because
the use of the verbs between the source and the target languages is different. In particular, English
uses the passive voice to change the word order of a sentence for object topicalization to encode the
information structure. Thus, it is beneficial to control the syntactic structure of the English sentences for
discourse-aware machine translation. Moreover, if the voice of the generated sentence fluctuates at each
sentence, it is difficult to train a translation model consistently.

In this paper, we attempt to add a ability of voice control to an encoder-decoder model, based on Sen-
nrich et al. (2016), which controls the honorifics in English-German neural machine translation. They
restricted the honorifics of the generated sentence by adding the honorific information to the source side.
Instead of the honorific information, we extracted the voice information of the target sentence as a gold
standard label to annotate the source sentence. At the test phase, we specified the voice of the generated
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Figure 2: Flow of the voice prediction for testing an NMT.

sentence, and instructed the model to translate along with it.
In the following experiment, we used the attentional encoder-decoder model by Bahdanau et al. (2015).

It is the same model that Sennrich et al. (2016) used. This model uses a bi-directional RNN as an
encoder with attention structure. The proposed method can be adapted to any sequence-to-sequence
model because it does not depend on the network structure.

2.2 Automatic Labeling of the Voice for Training

The performance of this method depends on the annotation performance of the voice at the training phase.
Figure 1 shows the flow of the automatic annotation for training the attentional encoder-decoder model.
We recognized the voice of the target (English) sentence by parsing. Then, the result of the parsing was
checked to determine whether the root was a verb in the past participle form or not and whether it had
a be-verb in the children or not. If both conditions were satisfied, the target sentence was recognized as
being in the passive voice; otherwise, it was in the active voice1. For the voice controlling, we added a
special token, <Active> or <Passive>, as a word to the end of the sentence, which became the input to the
encoder. The special token, <Active> or <Passive>, encoded the voice of the root of the target sentence.
The decoder considered only these tokens to determine the voice of the target sentence. For simplicity,
we annotated only one voice for each sentence. In other words, if the sentence was a complex sentence,
we selected the root verb for annotation. How the non-root verb must be treated in order to obtain the
consistency of the document expression will be studied in a future work.

2.3 Voice Prediction for Testing

This study assumed that the voice label was determined in advance, but it was sometimes difficult to
determine which label was suitable just from the source sentence alone. Even in this case, we had to add
a voice label to the end of the source sentence to generate a target sentence because the proposed method
necessarily uses a voice label.

Thus, we attempted to predict the voice for each sentence. Figure 2 shows the flow of the voice
prediction. We investigated the voice distribution of the English verb in each root phrase of the Japanese
side in the training data to predict the voice of the generated sentence.

At the test phase, we also obtained the root phrase of the Japanese sentence. If the root phrase was
included in the training data, we added the majority label of the voice distribution in the training data as
a predicted label. If the root phrase was not in the training data, the voice label was <Active>.

3 Experiments

We conducted two types of evaluations: evaluation of the controlling accuracy and evaluation of the ma-
chine translation quality. We tested the following four patterns of labeling the voice features to evaluate

1Strictly speaking, we checked whether the target sentence was in the passive voice or not, but we did not distinguish “not
in passive voice” from “active voice.”
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# Active # Passive # Error Accuracy BLEU
Reference 100 100 0 — —
Baseline (No labels) 74 117 9 (72.0) 20.53
ALL_ACTIVE 151 36 13 75.5 19.93
ALL_PASSIVE 17 175 8 87.5 19.63
REFERENCE 97 94 9 89.5 21.26
PREDICT 72 121 7 87.5 20.42

Table 2: Accuracy of voice controlling and BLEU score of the translation.

the extent to which the voice of the generated sentence was controlled correctly.

ALL_ACTIVE. Controlling all target sentences to the active voice.

ALL_PASSIVE. Controlling all target sentences to the passive voice.

REFERENCE. Controlling each target sentence to the same voice as that of the reference sentence.

PREDICT. Controlling each target sentence to the predicted voice.

There were two reasons for testing ALL_ACTIVE and ALL_PASSIVE: to evaluate how correctly we
counld control the voice, and to discuss the source of errors. In REFERENCE, the generated sentences
tended to be natural. However, in ALL_ACTIVE and ALL_PASSIVE, the generated sentences were
sometimes unnatural in terms of the voice. We identified these sentences to investigate the reasons why
these errors occurred.

We checked the voice of the generated sentence and calculated the accuracy manually because the
performance of voice labeling depends on the performance of the parser. We used the Stanford Parser
(ver. 3.5.2) to parse the English sentence. The labelling performance was 95% in this experiment. We
used CaboCha (ver. 0.68; Kudo and Matsumoto (2002)) to obtain the root phrase of the Japanese sentence
in PREDICT. If the sentence was a complex sentence, we checked the voice of the root verb2.

The test data of ASPEC consisted of 1,812 sentences in total. The evaluation data for the voice
controlling consisted of 100 passive sentences and 100 active sentences chosen from the top of the test
data. We did not consider subject and object alternation because this evaluation only focused on the
voice of the sentence. Only one evaluator performed an annotation. In this experiment, the accuracy was
calculated as the agreement between the label and the voice of the generated sentence. “Error sentence”
means the root verb of the generated sentence could not be distinguished manually, or it did not include
a verb, and so on. The baseline was an attentional encoder-decoder by Bahdanau et al. (2015), which
does not control the voice. In the evaluation of the Japanese-English translation, we calculated the
BLEU (Papineni et al., 2002) score with the test data of all 1,812 sentences.

At the training phase, we used 827,503 sentences, obtained by eliminating sentences with more than 40
words in the first 1 million sentences of the ASPEC. Word2Vec3 (Mikolov et al., 2013) was trained with
all 3 million sentences of ASPEC. The vocabulary size was 30,0004. The dimension of the embeddings
and hidden units was 512. The batch size was 128. The optimizer was Adagrad, and the learning rate
was 0.01. We used Chainer 1.12 (Tokui et al., 2015) to implementing the neural network.

4 Result and Discussion

4.1 Experiments with a Gold Voice Label
Table 2 shows the accuracy of the voice control and the BLEU score of the translation5. In the baseline,
our system tended to generate a passive sentence compared to the voice distribution of the reference

2Even if the root phrase of the Japanese sentence was semantically different from the root of the English sentence, we still
checked the voice of the root of the English sentence without considering the meanings.

3https://radimrehurek.com/gensim/models/word2vec.html
4We did not perform any processing of unknown words because we focused on the control of the voice.
5In this experiment, the BLEU score was calculated before the detokenization because we focused on the voice controlling.

We submitted our system for the crowdsourcing evaluation after the detokenization.
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because the number of passive sentences was greater than that of the active sentences in the training
data. The accuracy of the baseline was calculated as the agreement between the voice of the generated
sentence and that of the reference.

ALL_ACTIVE and ALL_PASSIVE demonstrated that the voice could be controlled with high per-
formance. The BLEU score became lower than the baseline because some sentences were transformed
into different voices regardless of the contexts and voice distribution. In other words, active sentences in
the test data included sentences whose root verb of the reference was an intransitive verb. Even in that
case, we forced the voice of the generated sentence to become passive in ALL_PASSIVE. As a result,
the voice of some sentences did not become passive, compared to other sentences that were controlled to
become passive sentences if not natural.

REFERENCE achieved the highest accuracy, and its voice distribution was close to that of the refer-
ences. As mentioned earlier, the voice of REFERENCE was more natural than that of ALL_ACTIVE or
ALL_PASSIVE. We obtained a 0.73-point improvement in the BLEU score compared to the baseline6.
Therefore, we found that there is room for improvement if we can correctly predict the voice of the
reference.

PREDICT used the labels predicted from the voice distribution. It tended to generate a passive sen-
tence compared to the baseline. The controlling accuracy was 87.5% because the voice distributions were
skewed in many verbs. However, the agreement rate between the predicted and the reference voices was
63.7%. Therefore, PREDICT failed to predict the voice of the reference, especially with high-frequency
verbs, resulting in decrease in the BLEU score. We leave the prediction of the voice of references as a
future work.

We show the output examples in Table 3. Examples 1, 2, and 3 are the success cases, whereas Exam-
ples 4 and 5 are the failure cases.

Examples 1 and 2 showed that the voice of the generated sentence was correctly controlled. When a
passive sentence was changed into an active sentence, a subject was needed. Both examples generated
adequate subjects depending on the context. In Example 3, although the voice was controlled, the subject
and object were not exchanged. Besides this example, there were many sentences that persisted the “be-
verb + verb in past participle form” structure when adding the <Passive> label was added. For example,
the “... can be done ...” structure was changed into the “... is able to be done ...” structure. In this
experiment, we did not evaluate whether the subject and object were exchanged, but it may be necessary
to distinguish these patterns for the purpose of improving the coherence of the discourse structure.

In Example 4, it was impossible to make a passive sentence because the root verb in the target sen-
tence should be an intransitive verb. Most of the active sentences in ALL_PASSIVE should stay active
sentences that used intransitive verbs. Like Example 3, there were many sentences that were successfully
controlled by using the “be found to be ...” structure when an intransitive verb was included as a root
verb. Example 5 showed the case wherein the voice could not be controlled despite the attempt to control
it to the active voice. The frequency of the voice of the verb “detect” in the training data consisted of 468
active-voice sentences and 2,858 passive sentences. When we forced the voice of the generated sentence
to become active, the result of generation tended to fail sometimes if we input the verb that had few
examples of active sentences in the training data. The subject should be generated if we forced the voice
of the generated sentence to become active. However, the encoder-decoder model did not know what
to generate as a subject if the training data had only a few examples of an active sentence for that verb.
On the other hand, when we forced the voice of the generated sentence to become passive, we failed to
find any tendencies of this type of the failure. We would like to do some additional investigation on the
tendency of this result.

4.2 Experiments with Predicated Voice: TMU at WAT 2016

Table 4 shows the results of two methods submitted for the shared task at WAT 2016 (Nakazawa et al.,
2016a). The BLEU, RIBES (Isozaki et al., 2010), and AMFM (Banchs et al., 2015) were calculated

6We were not able to submit REFERENCE for the human evaluation because we were not allowed to look at the references
in WAT 2016.
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Example 1 Source 熱戻り反応の機構を議論した。
Reference This paper discusses the mechanism of the heat return reaction.
Controlling to Active We discuss the mechanism of the thermal return reaction.
Controlling to Passive The mechanism of the thermal return reaction is discussed.

Example 2 Source リサイクルに関する最近の話題を紹介した。
Reference Recent topics on recycling are introduced.
Controlling to Active This paper introduces recent topics on recycling.
Controlling to Passive Recent topics on recycling are introduced.

Example 3 Source 自己組織化構造に分子の形と分子間相互作用が大きく影響する。
Reference Molecular shape and intermolecular interaction influence self-assembled struc-

tures greatly.
Controlling to Active The molecular structure and molecular interaction greatly affect the self-

organization structure.
Controlling to Passive The molecular structure and molecular interaction are greatly affected by the

self-organization structure.
Example 4 Source テロメラーゼ活性は生殖細胞と癌細胞で高い。

Reference Telomerase activity is high in reproductive cells and cancer cells.
Controlling to Active The telomerase activity is high in the reproductive cell and cancer cells.
Controlling to Passive The telomerase activity is high in the reproductive cell and cancer cells.

Example 5 Source その結果, thz波は stjでのトンネリング電流信号として検出できる。
Reference Consequently, the thz waves can be detected as tunneling current signals at stj.
Controlling to Active As a result, the thz wave can be detected as a current current signal in the <unk>.
Controlling to Passive As a result, the thz wave can be detected as a current current signal in the <unk>.

Table 3: Examples of the generated sentences

System BLEU RIBES AMFM HUMAN
NMT Baseline 16.89 0.700849 0.546038 —
6 ensemble 18.45 0.711452 0.546880 +25.000
PREDICT 18.29 0.710613 0.565270 +16.000

Table 4: Evaluation scores of WAT 2016.

automatically, and HUMAN was evaluated by the pairwise crowdsourcing. Note that the NMT baseline
is different from the baseline of the voice controlling experiment reported in the previous section.

6 ensemble: We performed an ensemble learning of the NMT baseline. Because of the lack of time,
we trained the baseline NMT only twice. Thus, we chose three models that showed the three highest
BLEU scores from all epochs of the development set for each NMT baseline, resulting in 6 ensemble.
As a result, BLEU score achieves 18.45. It improves 1.56 point compared with the result of the single
NMT Baseline.

PREDICT (2016 our proposed method to control output voice): We submitted our system in the
configuration of PREDICT for pairwise crowdsourcing evaluation. It improved by 1.40 points in the
BLEU score compared to the NMT baseline. Since we did not perform an ensemble learning for PRE-
DICT, we expected a similar improvement in the BLEU score if we combined multiple models of PRE-
DICT using an ensemble technique.

5 Related Work

An NMT framework consists of two recurrent neural networks (RNNs), called the RNN encoder-decoder,
proposed by Cho et al. (2014) and Sutskever et al. (2014). The accuracy of NMT improves by using the
attention structure (Bahdanau et al., 2015; Luong et al., 2015). However, the optimization of an RNN
using log-likelihood does not always yield a satisfactory performance depending on the tasks at hand.
For example, one may prefer a polite expression for generating conversation in a dialog system. Thus,
several methods have been proposed several methods to control the output of encoder-decoder models.

First, Kikuchi et al. (2016) tried to control the length of the sentence generated by an encoder-decoder
model in a text summarization task. They proposed four methods for restricting the length in the text
summarization task and compared them. In their result, they obtained a learning-based decoder for
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controlling the sentence length without compromising on the quality of the generated sentence.
Second, Sennrich et al. (2016) tried to control the honorifics in the task of English-German NMT. They

trained an attentional encoder-decoder model by modifying the English data to include the honorific
information of the German side. The result showed that the accuracy of enforcing the honorifics to the
sentence was 86%, and that of constraining the sentence to not have the honorifics was 92%. They
obtained an improvement of 3.2 points in the BLEU score when the sentence was limited to the gold
honorifics as the reference sentence.

6 Conclusion

This paper reported on our attempt to control the voice of the sentence generated by in an encoder-
decoder model. At the preprocess phase, we determined the voice of the root verb of the target language
by parsing, and added a voice label to the end of the source sentence as a special token. At the training
phase, we trained an attentional encoder-decoder model by using a preprocessed parallel corpus. At the
test phase, we restricted the target sentence to have a particular voice by specifying a voice label in the
encoder. The result showed that we were able to control the voice of the generated sentence with 85.0%
accuracy on average. In the evaluation of the Japanese-English translation, we obtained a 0.73-point
improvement in the BLEU score by using gold voice labels compared to the baseline.

Our future work includes making a supervised classifier for predicting the voice, controlling another
stylistic expression, and implementing the control function into the network structure such as a gate in
an LSTM.
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Abstract

This paper presents our Chinese-to-Japanese patent machine translation system for WAT 2016
(Group ID: ntt) that uses syntactic pre-ordering over Chinese dependency structures. Chinese
words are reordered by a learning-to-rank model based on pairwise classification to obtain word
order close to Japanese. In this year’s system, two different machine translation methods are com-
pared: traditional phrase-based statistical machine translation and recent sequence-to-sequence
neural machine translation with an attention mechanism. Our pre-ordering showed a significant
improvement over the phrase-based baseline, but, in contrast, it degraded the neural machine
translation baseline.

1 Introduction

Patent documents, which are well-structured written texts that describe the technical details of inventions,
are expected to have almost no semantic ambiguities caused by indirect or rhetorical expressions. There-
fore, they are good candidates for literal translation, which most machine translation (MT) approaches
aim to do.

One technical challenge for patent machine translation is the complex syntactic structure of patent
documents, which typically have long sentences that complicate MT reordering, especially for word
order in distant languages. Chinese and Japanese have similar word order in noun modifiers but different
subject-verb-object order, requiring long distance reordering in translation. In the WAT 2016 evaluation
campaign (Nakazawa et al., 2016), we participated in a Chinese-to-Japanese patent translation task and
tackled long distance reordering by syntactic pre-ordering based on Chinese dependency structures, as in
our last year’s system (Sudoh and Nagata, 2015). We also use a recent neural MT as the following MT
implementation for comparison with a traditional phrase-based statistical MT.

Our system basically consists of three components: Chinese syntactic analysis (word segmentation,
part-of-speech (POS) tagging, and dependency parsing) adapted to patent documents; dependency-based
syntactic pre-ordering with hand-written rules or a learning-to-rank model; and the following MT com-
ponent (phrase-based MT or neural MT). This paper describes our system’s details and discusses our
evaluation results.

2 System Overview

Figure 1 shows a brief workflow of our Chinese-to-Japanese MT system. Its basic architecture is standard
with syntactic pre-ordering. Input sentences are first applied to word segmentation and POS tagging,
parsed into dependency trees, reordered using pre-ordering rules or a pre-ordering model, and finally
translated into Japanese by MT.

3 Chinese Syntactic Analysis: Word Segmentation, Part-of-Speech Tagging, and
Dependency Parsing

Word segmentation and POS tagging are solved jointly (Suzuki et al., 2012) for better Chinese word seg-
mentation based on POS tag sequences. The dependency parser produces untyped dependency trees. The
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Figure 1: Brief workflow of our MT system. Gray-colored resource is an in-house one.

Chinese analysis models were trained using an in-house Chinese treebank of about 35,000 sentences in
the patent domain (Sudoh et al., 2014) as well as the standard Penn Chinese Treebank dataset. The train-
ing also utilized unlabeled Chinese patent documents (about 100 G bytes) for semi-supervised training
(Suzuki et al., 2009; Sudoh et al., 2014).

4 Syntactic Pre-ordering

Data-driven pre-ordering obtains the most probable reordering of a source language sentence that is
monotone with the target language counterpart. It learns rules or models using reordering oracles over
word-aligned bilingual corpora.

We used a pairwise-classification-based model for pre-ordering (Jehl et al., 2014), instead of Ranking
SVMs (Yang et al., 2012) that we used the last year. An advantage of pairwise classification is that we
can use features defined on every node pair, while we can only use node-wise features with Ranking
SVMs. We found that the pairwise-based method gave slightly better pre-ordering performance than the
Ranking SVMs in our pilot test, as did Jehl et al. (2014).

We also renewed the features for this year’s system. We used span-based features (word and part-of-
speech sequences over dependency sub-structures) like Hoshino et al. (2015), word and part-of-speech
n-grams (n=2,3,4) including head word annotations, and those described in Jehl et al. (2014). Since these
features are very sparse, we chose those appearing more than twice in the training parallel data. The
reordering oracles were determined to maximize Kendall’s τ over automatic word alignment in a similar
manner to Hoshino et al. (2015). We used the intersection of bidirectional automatic word alignment
(Nakagawa, 2015). The pairwise formulation enables a simple solution to determine the oracles for
which we choose a binary decision, obtaining higher Kendall’s τ with and without swapping every node
pair.

5 Evaluation

5.1 Pre-ordering Setup

The pre-ordering model for the data-driven method was trained over the MGIZA++ word alignment used
for the phrase tables described later. We trained a logistic-regression-based binary classification model
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using the reordering oracles over training data with LIBLINEAR (version 2.1). Hyperparameter c was
set to 0.01, chosen by the binary classification accuracy on the development set.

5.2 Phrase-based MT Setup
The phrase-based MT used in our system was a standard Moses-based one. We trained a word n-gram
language model and phrase-based translation models with and without pre-ordering. We used all of
the supplied Chinese-Japanese bilingual training corpora of one million sentence pairs (except for long
sentences over 64 words) for the MT models: phrase tables, lexicalized reordering tables, and word
5-gram language models using standard Moses and KenLM training parameters. We applied modified
Kneser-Ney phrase table smoothing with an additional phrase scoring option: --KneserNey. The
model weights were optimized by standard Minimum Error Rate Training (MERT), but we compared
five independent MERT runs and chose the best weights for the development test set. The distortion
limit was 9 for both the baseline and pre-ordering conditions, chosen from 0, 3, 6, and 9 by comparing
the results of the MERT runs.

5.3 Neural MT Setup
We also tried a recent neural MT for comparison with a phrase-based MT. We used a sequence-to-
sequence attentional neural MT (Luong et al., 2015) implemented by the Harvard NLP group1 with
a vocabulary size of 50,000 and a 2-layer bidirectional LSTM with 500 hidden units on both the en-
coder/decoder2. The neural MT, which was word-based with the same tokenizer used in the phrase-based
MT setting, did not employ recent subword-based or character-based methods. The training time of the
neural MT was about two days (13 epochs with 3.5 hours/epoch) with a NVIDIA Tesla K80 GPU. The
decoding employed a beam search with a beam size of five and dictionary-based unknown word mapping
with the IBM-4 lexical translation table obtained by MGIZA++.

5.4 Official Results
Table 1 shows the official evaluation results by the organizers in the JPO Adequacy, the Pairwise Crowd-
sourcing Evaluation scores (Human), BLEU, RIBES, and AMFM. This year’s data-driven pre-ordering
gave competitive performance with last year’s rule-based pre-ordering with a refined model and features,
but the difference was not significant. The neural MT gave very surprising results; its baseline achieved
45% in BLEU and 85% in RIBES, both of which were much higher than our PBMT results and other
good-scored phrase-based MT systems. The syntactic pre-ordering negatively affected the neural MT,
resulting in about 1% lower BLEU and RIBES (less severe in AMFM). But the pre-ordering-based neural
MT results was still the best in human evaluation.

We chose pre-ordering-based systems with PBMT and NMT for the official human evaluation. With
respect to the human evaluation results, our neural MT was very competitive with the best-scored phrase-
based MT system using external resources. Surprisingly, an un-tuned neural MT (even a state-of-the-art
one) showed competitive performance with a highly tuned statistical pre-ordering MT. However, we
have to keep in mind that the crowdsourcing evaluation was just based on win/lose counts against the
organizers’ baseline system and did not reflect all aspects of the translation quality.

5.5 Discussion
Syntactic pre-ordering achieved consistent improvements in phrase-based MT in many language pairs
with large word order differences. Our results this year also suggest an advantage of pre-ordering in
Chinese-to-Japanese phrase-based MT tasks. We expected that pre-ordering would also help a neural at-
tentional MT because the attention mechanism would also be affected by word order problems. However,
pre-ordering significantly decreased the evaluation scores. We do not have a solid answer yet, but one
possible reason may be the consistency in the source language; pre-ordering reconstructs a source lan-
guage sentence close to the target language word order for the effective phrase-based MT, but it may also
introduce noise on source language structures that hurts neural MT. We actually found that pre-ordering

1https://github.com/harvardnlp/seq2seq-attn (We used the version of 08/12/2016.)
2They are the default network settings of the toolkit, except for bidirectionality.
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System JPO Adequacy Pairwise BLEU RIBES AMFM
PBMT w/o pre-ordering n/a n/a 0.3903 0.8057 0.7203
PBMT w/pre-ordering n/a 39.250 0.4075 0.8260 0.7302
PBMT w/pre-ordering (2015/rule-based) n/a n/a 0.4060 0.8234 n/a
PBMT w/pre-ordering (2015/data-driven) n/a n/a 0.3977 0.8163 n/a
NMT w/o pre-ordering n/a n/a 0.4499 0.8530 0.7522
NMT w/pre-ordering 3.44 46.500 0.4347 0.8453 0.7493
JAPIO PBMT w/pre-ordering† 3.24 46.250 0.4432 0.8350 0.7512
NICT PBMT w/pre-ordering† 3.23 43.250 0.4187 0.8296 0.7399
NICT PBMT w/pre-ordering n/a 36.750 0.4109 0.8270 0.7330

Table 1: Official evaluation results in JPO Adequacy, Pairwise Crowdsourcing Evaluation scores (Pair-
wise), BLEU, RIBES, and AMFM. Automatic evaluation scores are based on JUMAN Japanese word
segmentation. Scores in bold are best in the same group. †: Systems used external resources.

Language ppl. (dev) ppl. (devtest) ppl. (test)
Chinese 185.573 211.370 220.821
Pre-ordered Chinese 203.639 231.218 240.533

Table 2: Source-side test set perplexities on dev, devtest, and test sets by word 5-gram language models
of Chinese and pre-ordered Chinese. The vocabulary size is 172,108.

increased the test set perplexity in the source language (Chinese) by about 10% (Table 2). Since this
time we do not have human evaluation results of the baseline neural MT, we cannot evaluate the actual
influence of pre-ordering in the neural MT for human understanding. This issue needs further analysis
and investigation.

6 Conclusion

This paper presented our pre-ordering-based system for a Chinese-to-Japanese patent MT for the WAT
2016 evaluation campaign. Our results showed that pre-ordering worked effectively with a phrase-based
MT but not with a neural MT. The neural MT surprisingly improved the translation performance without
any careful tuning. Its result was competitive with a highly tuned phrase-based MT system.
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Abstract

In this paper we describe the system that we develop as part of our participation in WAT
2016. We develop a system based on hierarchical phrase-based SMT for English to Hindi
language pair. We perform reordering and augment bilingual dictionary to improve the
performance. As a baseline we use a phrase-based SMT model. The MT models are
fine-tuned on the development set, and the best configurations are used to report the
evaluation on the test set. Experiments show the BLEU of 13.71 on the benchmark test
data. This is better compared to the official baseline BLEU score of 10.79.

1 Introduction

In this paper, we describe the system that we develop as part of our participation in the Work-
shop on Asian Translation (WAT) 2016 (Nakazawa et al., 2016) for English-Hindi language pair.
This year English-Hindi language pair is adopted for translation task for the first time in WAT.
Apart from that, the said language pair was introduced in WMT 14 (Bojar et al., 2014). Our
system is based on Statistical Machine Translation (SMT) approach. The shared task organizers
provide English-Hindi parallel corpus for training and tuning and monolingual corpus for build-
ing language model. Literature shows that there exists many SMT based appraoches for differnt
language pairs and domains. Linguistic-knowledge independent techniques such as phrase-based
SMT (Koehn et al., 2003) and hierarchical phrase-based SMT (Chiang, 2005; Chiang, 2007)
manage to perform efficiently as long as sufficient parallel text are available. Our submitted sys-
tem is based on hierarchical SMT, performance of which is improved by performing reordering
in the source side and augmenting English-Hindi bilingual dictionary.

The rest of the paper is organized as follows. Section 2 describes the various methods that we
use. Section 3 presents the details of datasets, experimental setup, results and analysis. Finally,
Section 4 concludes the paper.

2 Method

For WAT-2016, we have submitted two systems for English to Hindi (En-Hi) translation, viz. one
without adding any external data to the training corpus and the other by augmenting bilingual
dictionary in training. Both systems are reordered in the source side. As a baseline model
we develop a phrase-based SMT model using Moses (Koehn et al., 2007). We perform several
experiments with the hierarchical SMT in order to study the effectiveness of reordering and
bilingual dictionary augmentation. These were done to improve syntactic order and alignment
with linguistic knowledge.

2.1 Phrase-based Machine Translation
Phrase-based statistical machine translation (PBSMT) (Koehn et al., 2003) is the most popular
approach among all other approaches to machine translation and it has became benchmark for
machine translation systems in academia as well as in industry. A phrase-based SMT consists
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Figure 1: Hierarchical approach with reordering and dictionary augmentation.

of a language model, a translation model and a distortion model. Mathematically, it can be
expressed as:

ebest = argmaxeP (e|f) = argmaxe[P (f |e)PLM (e)] (1)

where, ebest is the best translation, f is the source sentence, e is target sentence, P (f |e) and
PLM (e) are translation model and language model respectively. P (f |e) (translation model) is
further decomposed in phrase based SMT as,

P (f̄1
I |ē1

I) =
I∏

i=1

ϕ(f̄i|ēi)d(starti − endi−1 − 1)

where, ϕ(f̄i|ēi) is, the probability that the phrase f̄i is the translation of the phrase ēi , known as
phrase translation probability which is learned from parallel corpus and d(starti−endi−1−1) is
distortion probability which imposes an exponential cost on number of input words the decoder
skips to generate next output phrase. Decoding process works by segmenting the input sentence
f into sequence of I phrases f̄1

I distributed uniformly over all possible segmentations. Finally,
it uses beam search to find the best translation.

2.2 Hierarchical Phrase based model
Phrase-based model treats phrases as atomic units, where a phrase, unlike a linguistic phrase,
is a sequence of tokens. These phrases are translated and reordered using a reordering model
to produce an output sentence. This method can robustly translate the phrases that commonly
occur in the training corpus. But authors (Koehn et al., 2003) have found that phrases longer
than three words do not improve the performance much because data may be too sparse for
learning longer phrases. Also, though the phrase-based approach is good at reordering of words
but it fails at long distance phrase reordering using reordering model. To over come this,
(Chiang, 2005) came up with Hierarchical PBSMT model which does not interfere with the
strengths of the PBSMT instead capitalizes on them. Unlike the phrase-based SMT, it uses
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hierarchical phrases that contain sub-phrases. A weighted synchronous context-free grammar is
induced from the parallel corpus and the weight of a rule tells the decoder how probable the rule
is. Decoder implements a parsing algorithm which is inspired by monolingual syntactic chart
parsing along with a beam search to find the best target sentence.

2.3 Reordering
One of the major difficulties of machine translation lies in handling the structural differences
between the language pair. Translation from one language to another becomes more challenging
when the language pair follows different word order. For example, English language follows
subject-verb-object (SVO) whereas Hindi follows subject-object-verb (SOV) order. Research
(Collins et al., 2005; Ramanathan et al., 2008) has shown that syntactic reordering of the source-
side to conform the syntax of the target-side alleviates the structural divergence and improves
the translation quality significantly. Though the PBSMT has an independent reordering model
which reorders the phrases but it has limited potential to model the word-order differences
between different languages (Collins et al., 2005).

We perform syntactic reordering of the source sentences in the preprocessing phase in which
every English sentence is modified in such a way that its word order is almost similar to the
word order of the Hindi sentence.
For example,

English: The president of America visited India in June.

Reordered: America of the president June in India visited.

Hindi: अमѝेरका के राуपित ने जनू मӒ भारत कҴ याऽा कҴ।
(amerikA ke rAShTrapati ne jUna meM bhArata kI yAtrA kI .)

For source-side reordering we use the rule-based preordering tool1 , which takes parsed English
sentence as input and generates sentence whose word order is similar to that of Hindi. This
reordering is based on the approach developed by (Patel et al., 2013) which is an extension of an
earlier work reported in (Ramanathan et al., 2008). For parsing source side English sentences,
we use Stanford parser2.

2.4 Augmenting Bilingual Dictionary
Bilingual dictionaries are always useful in SMT as it improves the word-alignment which is the

heart of every SMT. In addition to reordering the source corpus, we add a English-Hindi bilingual
dictionary to improve our MT system. We show our proposed model in Figure 1. We use Moses
(Koehn et al., 2007), an open source toolkit for training different systems. We start training with
Phrase-based SMT as a baseline system. Then, augment bilingual dictionary to the training
corpus and perform reordering in the source side to improve syntactic order. Thereafter, we train
a hierarchical phrase-based SMT model. For preparing bilingual dictionary, we use English-
Hindi bilingual mapping3 which contains many Hindi translations for each English word. We
preprocess it and add it to the parallel corpus. After preprocessing, it contains 157975 English-
Hindi word translation pairs.

2.5 Data Set
For English-Hindi task, we use IIT Bombay English-Hindi Corpus4 which contains training set,
test set, development set and as well as a monolingual Hindi corpus. The training set was
collected from the various existing sources. However, development set and test set are the same

1http://www.cfilt.iitb.ac.in/ moses/download/cfilt_preorder
2http://nlp.stanford.edu/software/lex-parser.html
3http://www.cfilt.iitb.ac.in/ sudha/bilingual_mapping.tar.gz
4http://www.cfilt.iitb.ac.in/iitb_parallel/
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newswire test and development set of WMT 14. The corpus belongs to miscellaneous domain.
Train set consists of 1,492,827 parallel sentences, whereas test set and development set contain
2,507 and 520 parallel sentences, respectively. Monolingual Hindi corpus comprises 45,075,279
sentences. Table 1 shows the details of the corpus.

Set #Sentences #Tokens
En Hi

Train 1,492,827 20,666,365 22164816
Test 2507 49,394 57,037

Development 520 10,656 10174
Monolingual Hindi corpus 45,075,279 844,925,569

Table 1: Statistics of data set

2.6 Preprocessing
We begin with a preprocessing of raw data, which includes tokenization, true-casting, removing
long sentences as well as sentences with a length mismatch exceeding certain ratio. Training and
development sets were already tokenized. For tokenizing English sentences we use tokenizer.perl5
script and for Hindi sentences we use indic_NLP_Library6.

2.7 Training
For all the systems we train, we build n-gram (n=4) language model with modified Kneser-
Ney smoothing (Kneser and Ney, 1995) using KenLM (Heafield, 2011). We build two separate
language models, one using the monolingual Hindi corpus and another merging the Hindi training
set with the monolingual corpus. In our experiment, as we find language model built using only
monolingual Hindi corpus produces better results in terms of BLEU (Papineni et al., 2002) score
therefore, we decide to use the former language model. For learning the word alignments from
the parallel training corpus, we used GIZA++ (Och and Ney, 2003) with grow-diag-final-and
heuristics.

We build several MT systems using Moses based on two models, namely phrase-based
SMT and hierarchical phrase-based SMT. For building phrase-based systems, we use msd-
bidirectional-fe as reordering model, set distortion limit to 6. For other parameters of Moses,
default values were used. For building hierarchical phrase-based systems we use default values
of the parameters of Moses. Finally, the trained system was tuned with Minimum Error Rate
Training (MERT) (Och, 2003) to learn the weights of different parameters of the model.

3 Results and Analysis

We build the following systems using Moses7.

1. Phrase-based model (Phr)

2. Phrase-based model after reordering the source side (PhrRe)

3. Hierarchical phrase-based model (Hie)

4. Hierarchical phrase-based model after reordering the source side. We build two variations of
this model: one (HieRe) without adding any external resources to the train set and another
(HieReDict) with adding bilingual dictionary to the train set.

5https://github.com/moses-smt/mosesdecoder/blob/RELEASE-3.0/scripts/tokenizer/tokenizer.perl
6https://bitbucket.org/anoopk/indic_nlp_library
7https://github.com/moses-smt/mosesdecoder
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We evaluate each system using BLEU metric on WMT 14 test set. The official baseline model
reports the BLEU of 10.79 for En-Hi translation task. Our baseline, phrase-based model using
4-gram language model achieves the BLEU score of 11.79. In our hierarchical phrase-based
model we obtain the BLEU score of 13.18. After reordering the source (i.e. English corpus),
we obtain the BLEU score of 13.56 in the hierarchical phrase based SMT. The performance is
further improved to 13.71 when we augment English-Hindi bilingual dictionary with the training
set. We summarize the BLEU scores of the different systems in Table 2.

Approach BLEU Score
Baseline (official) 10.79
Phr 11.79
Hie 13.18
HieRe 13.57
HieReDict 13.71

Table 2: Results of different models

We study the the output sentences of the final system and classify the error according to the
linguistic error categories as given in (Vilar et al., 2006) and find that the following are the the
most common errors.
1.The translated word is not according to the context.

Source: cat is a brand that has been offering strong, durable, beautiful and high
quality products for the past one hundred years .
Reference: कैट एक ऐसा ॄाड है जो џपछले सौ साल से मजबतू, ўटकाऊ, सुदंर और बहेतरҰन
उͤपाद पशे कर रहा ह।ै
(kaiTa eka aisA brADa hai jo piChale sau sAla se majabUta, TikAU, suMdara aura
behatarIna utpAda pesha kara rahA hai.)
Output: џबթी एक ॄांड है ўक џपछले सौ वषӬ के Ѡलए मजबतू, ўटकाऊ, सुͨ दर और उՃ गणुवаा
वाले उͤपादӖ कҴ पशेकश कҴ गई ह।ै
(billI eka brAMDa hai ki piChale sau varShoM ke lie majabUta, TikAU, sundara aura
uchcha guNavattA vAle utpAdoM kI peshakasha kI gaI hai.)

Here, the word ”cat” is translated as џबթी (billI) which is a wrong translation in the context of
the source sentence.
2. Word order error.

Source: all the guests will join the Lakshmi Puja for the birthday party on Friday.
Reference: शबुवार को सभी महेमान यहां जͨमўदन पर लआमी पजूा के Ѡलए जटुӒग।े
(shukravAra ko sabhI mehamAna yahAM janmadina para lakShmI pUjA ke lie
juTeMge.)
Output: सभी अितिथयӖ का जͨमўदन शबुवार को लआमी पजून मӒ शाѠमल हӖग।े
(sabhI atithiyoM kA janmadina shukravAra ko lakShmI pUjana meM shAmila hoMge.)

Here, words in the output are not properly ordered, the correct word ordering is the following:
शबुवार को सभी अितिथयӖ जͨमўदन का लआमी पजून मӒ शाѠमल हӖग।े (shukravAra ko sabhI atithiyoM
janmadina kA lakShmI pUjana meM shAmila hoMge.).

We also find that test set contains longer sentences compared to the training set. Average
sentence lengths of training sentences are approximately 14 and 15 for English and Hindi, respec-
tively, whereas for test set, average sentence lengths are approximately 20 and 23, respectively.
Now we give some examples where reordering and dictionary augmentation improve translation
outputs.
1. Example 1
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Source: the rain and cold wind on Wednesday night made people feel cold.
Hie: बधुवार रात को बरसात और ठंडी हवा ने लोगӖ को ठंड लग रहҰ थी।
(budhavAra rAta ko barasAta aura ThaMDI havA ne logoM ko ThaMDa laga rahI
thI.)
HieRe: बधुवार कҴ रात को बरसात और ठंडी हवा से ठंडक महससू हुई।
(budhavAra kI rAta ko barasAta aura ThaMDI havA se ThaMDaka mahasUsa huI.)
HieReDict: बधुवार रात बाѝरश और ठंडी हवा से लोगӖ को ठंड लगने लगा।
(budhavAra rAta bArisha aura ThaMDI havA se logoM ko ThaMDa lagane lagA.)

In the above example, Hie approach generates wrong postposition ने (ne), whereas HieRe
outputs correct postposition से (se). So reordering helps here but it drops the word लोगӖ (logoM),
which is brought back by HieReDict approach.
2. Example 2

Source: he demanded the complete abolition of house tax in Panchkula.
Hie: वे को पचंकूला मӒ हाउस टै͕स को समाм करने कҴ मांग कҴ।
(ve ko paMchakUlA meM hAusa Taiksa ko samApta karane kI mAMga kI.)
HieRe: वह पचंकुला मӒ हाउस टै͕स से परूҰ तरह दरू करने कҴ मांग कҴ।
(vaha paMchakulA meM hAusa Taiksa se pUrI taraha dUra karane kI mAMga kI.)
HieReDict: पचंकूला मӒ हाउस टै͕स कҴ परूҰ तरह समाѠм कҴ मांग कҴ।
(paMchakUlA meM hAusa Taiksa kI pUrI taraha samApti kI mAMga kI.)

Here, Hie approach generates wrong output वे को (ve ko) for source word ’he’ but reordering
helps by translating it as वह (vaha). Also, we can see when we add dictionary, it generates
better Hindi translation समाѠм (samApti) for source word ’abolition’.

It is not that reordering and augmenting dictionary always helps. There are some source
sentences for which these approaches deteriorate the translation quality but these two approaches
improve the overall system.

4 Conclusion
In this paper we describe the system that we develop as part of our participation in the shared
task of WAT 2016. We have submitted models for English-Hindi language pair. We have
developed various models based on phrase-based as well as hierarchical MT models. Empirical
analysis shows that we achieve the best performance with a hierarchical SMT based approach.
We also show that hierarchical SMT model, when augmented with bilingual dictionary along
with syntactic reordering of English sentences produces better translation score.

5 Acknowledgments
We acknowledge Salam Amitra Devi (lexicographer, IIT Patna) for contributing in qualitative
error analysis.
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Abstract

To enhance Neural Machine Translation models, several obvious ways such as enlarging the hid-
den size of recurrent layers and stacking multiple layers of RNN can be considered. Surprisingly,
we observe that using naively stacked RNNs in the decoder slows down the training and leads to
degradation in performance. In this paper, We demonstrate that applying residual connections in
the depth of stacked RNNs can help the optimization, which is referred to as residual stacking.
In empirical evaluation, residual stacking of decoder RNNs gives superior results compared to
other methods of enhancing the model with a fixed parameter budget. Our submitted systems
in WAT2016 are based on a NMT model ensemble with residual stacking in the decoder. To
further improve the performance, we also attempt various methods of system combination in our
experiments.

1 Introduction

Recently, the performance of machine translation is greatly improved by applying neural networks par-
tially in a Statistical Machine Translation (SMT) pipeline (Zou et al., 2013) or training a end-to-end
neural network based machine translation model (Sutskever et al., 2014). The latter approach, or Neural
Machine Translation (NMT), possess several advantages compared to conventional SMT approaches.
Firstly, as the translation process is done with a single network, the pipeline of NMT training is simpler.
This advantage also indicates a much lower implementation cost. Developing a SMT decoder will cost
one to three months for a graduate student, while training a NMT model requires merely a script that
contains the network definition. Secondly, the memory consumption is vastly reduced when translating
with a NMT model. While a conventional phrase-based model trained on a large bilingual corpus can
easily consumes over 100GB memory space, a trained NMT model typically requires less than 1GB
GPU on-board memory in test time.

The most significant difference of NMT approach in contrast with SMT is that the information for
producing the translation is held in continuous space but not discrete values. While this characteristics
of neural network introduces huge difficulties in debugging, this allows the model to learn translation
knowledge beyond the conventional hand-crafted MT framework. Recently, even the word embeddings
obtained from NMT training demonstrates advantages over specific tasks (Hill et al., 2014).

The network architectures of NMT models are simple but effective. It produces a sentence represen-
tation with the encoder, then the decoder generates the translation from the vector of sentence repre-
sentation. Generally the encoder is composed of a single recurrent neural network (RNN). The decoder
reads the vector representations created by the encoder and produce a series of output vectors. A linear
transformation is applied to each vector in order to create a large softmax layer in size of the whole vocab-
ulary. Soft attention mechanism introduced in (Bahdanau et al., 2014) further boosted the performance
by increasing the computational complexity.

With the advance of deep learning, deeper network architectures are favored as the models become
more expressive with more layers. An absolute way to deepening NMT models is to stack multiple
layers of RNN in either encoder or decoder side. However, our experiments show that stacking RNNs
naively in the decoder will cause significant slowdown in training and results in degraded performance.
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In this paper, we explores the effects of applying residual connection (He et al., 2015) between stacked
RNNs in the decoder. We found the residual connection successfully helps the deepened NMT model,
which leads to a performance gain of evaluation scores.

In our submitted systems for English-Japanese translation task in WAT2016 (Nakazawa et al., 2016a),
we also attempts to combination the advantages of Tree-to-String (T2S) SMT systems and NMT models.
Specifically, we experimented combination methods with both simple heuristics and Minimum Bayesian
Risk (MBR) based approach (Duh et al., 2011).

2 Background

2.1 Neural Machine Translation

In this paper, we adapt the same network architecture of (Bahdanau et al., 2014), in which a bi-directional
RNN is used as the encoder. Let e1, ..., eN be the word embeddings of input words. Note these embed-
dings are initialized randomly and optimized simultaneously with other parameters. The hidden states of
the bi-directional RNN are computed as:

⇀
h i = f(ei,

⇀
h i−1; θr) (1)

↼
h i = f(ei,

↼
h i+1; θl) (2)

h̄i = concat[
⇀
h i;

↼
h i] (3)

Where f is the RNN computation,
⇀
h i and

↼
h i are the hidden states of the RNNs in two directions in

time step t. The two RNNs possess different parameters: θr and θl. The final output of the encoder in
each time step is a concatenated vector of the hidden states in two networks.

The decoder firstly computes attention weights for each h̄i in each time step t as:

at(i) =
score(h̄i,ht−1)∑
j

score(h̄j ,ht−1)
(4)

score(h̄i,ht−1) = v>a tanh(Waconcat[h̄i; ht−1]) (5)

Where the attentional weight at(i) is determined by a score function, which receives one encoder state
h̄i and the previous decoder state ht as input. Several possible implementation of this score function
is discussed in (Luong et al., 2015) in detail. In this paper, the score function in the original paper of
(Bahdanau et al., 2014) is adopted, which has two parameters: va and Wa. In the decoder part, a context
vector, which is a weighted summarization of encoder states is calculated as:

ct =
∑
i

at(i)h̄i (6)

The computation of each hidden state ht of the decoder RNN is shown as follows:

ht = f(ct, et−1,ht−1; θd) (7)

ot = Woht + bo (8)

Where et−1 is the word embedding of the previous generated word. A large softmax layer ot is then
computed based on the decoder state ht, which is used to compute the cross-entropy cost. Notably,
although et−1 shall be the embedding of previous generated word, this word is directly drawn from the
target translation during training time. This aims to speed up the training but also introduces exposure
bias, which is further discussed in a recent paper (Shen et al., 2015).
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2.2 Generalized Minimum Bayes Risk System Combination

In this section, we briefly introduce Generalized Minimum Bayes Risk (GMBR) system combination
(Duh et al., 2011), which is used in our evaluations, more details can be found in the original paper.

The objective of the system combination is to find a decision rule δ(f) → e′, which takes f as input
and generates a e′ as output. MBR system combination search for an optimized decision with:

arg min
δ(f)

∑
e

L (δ (f) |e) p (e|f) (9)

≈ arg min
e′∈N(f)

∑
e∈N(f)

L
(
e′|e) p (e|f) (10)

Where L is a loss function for scoring δ(f) given a reference e. p(e|f) is a posterior for e to be
translated from f . In Equation 10, the true set of translation is approximated by N -best list. GMBR
method does not directly take the scores of candidate systems to compute the loss as they are not com-
parable. Instead, it substitutes L(e′|e) with L(e′|e; θ), where θ is a parameter. In (Duh et al., 2011), the
loss function is computed based on several features including n-gram precision and brevity penalty. The
parameters are trained on a development dataset.

3 Residual Stacking of decoder RNNs
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Figure 1: A comparison of three kinds of decoders. (a) A single-layer RNN (b) A stacked two-layer
RNN (c) A two-layer residual stacking of RNNs

In this sections, we consider several possible ways to enhance the decoder of NMT models. Two obvi-
ous approaches is to enlarge the hidden size of the decoder RNN and to stack more RNNs. Unfortunately,
in our experiments we found deepening the decoder slows down the training and finally degrades the fi-
nal performance. In Figure 1, a decoder with stacked multi-layer RNNs is shown in (b), in comparison
with the normal decoder shown in (a).

Recently, several techniques are proposed mainly in computer vision to help the training of very deep
networks, such as Highway Networks (Srivastava et al., 2015) and Residual Learning (He et al., 2015).
In this paper, we examine the effect of applying Residual Learning to RNN in sequence-to-sequence
learning task, where we refer to as residual stacking of RNNs. The implementation of residual stacking
is simple and does not involve extra parameters compared to stacked RNNs. The computation of a
decoder with Residual RNN is shown as follows:
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ht = f(ct, et−1,ht−1; θd) (11)

h′t = f(ht,h
′
t−1; θd′) (12)

ot = Wo(ht + h′t) + bo (13)

As demonstrated in Figure 1(c), another RNN is stacked upon the original decoder RNN, whose hidden
states are computed based on the original decoder states. In Equation 13, similar to Residual Learning,
instead directly compute the softmax layer based on the outputs of the second RNN, a summation of the
states in two RNNs is used. This simple technique is expected to shorten the back-propagation path of
the deepened NMT model, which eventually helps the optimization algorithms to train the network.

4 Experiments of residual decoder RNNs

4.1 Settings
In our experimental evaluations, we adopt the fore-mentioned architecture of NMT models described in
(Bahdanau et al., 2014). The baseline model contains a single RNN for the decoder. We use LSTM
instead of GRU in our experiments. All RNNs have 1000 hidden units for recurrent computation. We
then make three model variations and test them in our experiments:

1. Enlarged decoder RNN: the decoder RNN has 1400 hidden units

2. Stacked decoder RNN: the decoder has two-layer RNN stacked, corresponding to Figure 1(b)

3. Residual decoder RNN: the decoder is a two-layer residual stacking of RNNs, corresponding to
Figure 1(c)

We design these three model variations in purpose to keep the same number of overall parameters.
However, training speed may be vary due to the difference of implementations.

All experiments are performed on ASPEC English-Japanese translation dataset(Nakazawa et al.,
2016b). The pre-processing procedure for English-Japanese task contains three steps. Firstly, we to-
kenize English-side corpus, while Japanese sentences are separated in character level. We filter out all
sentences that contain more than 50 tokens in either side. Secondly, we make vocabulary sets for both
languages. The vocabulary size for English is limited to 200k, no limitation is applied to Japanese data.
Out-of-vocabulary tokens are converted to “UNK”. Finally, The sentences are sorted according to their
lengths. We group them to mini-batches, each batch is composed of 64 bilingual sentences. The order of
mini-batches is further randomly shuffled before use.

We adopt Adam optimizer (Kingma and Ba, 2014) to train our end-to-end models with an initial
learning rate of 0.0001. Then training ends at the end of 6th epoch, and the learning rate halves at the
beginning of last 3 epochs. We keep track of the cross-entropy loss of both training and validation data.
Trained models are then evaluated with automatic evaluation metrics.

4.2 Evaluation Results
In Table 1, we show the empirical evaluation results of the fore-mentioned models. Enlarging the single-
layer decoder RNN to 1400 hidden units boosted BLEU by 0.92%. Surprisingly, stacking another layer
of decoder RNN degraded the performance in automatic evaluation. This is also confirmed by a sig-
nificant slowdown of the decreasing of the validation loss. With the residual stacking, we get the best
performance in all four model variations.

5 Submitted systems and results in WAT2016

5.1 Submitted systems
Our submitted systems for WAT2016 are based an ensemble of two same NMT models with different
weight initialization. The decoder of the NMT models are composed by two-layer residual RNNs, which

226



Model RIBES(%) BLEU(%)

Baseline model 79.49 29.32
Enlarged decoder RNN 79.60 30.24
Stacked decoder RNN 79.25 29.07
Residual decoder RNN 79.88 30.75

Table 1: Automatic evaluation results in
English-Japanese translation task on ASPEC
corpus. Both baseline model and enlarged de-
coder RNN has a single-layer RNN with 1000
and 1400 hidden units respectively in decoder.
Stacked decoder RNN and residual decoder
RNN are both composed of two-layer RNNs
with 1000 hidden units each.
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Figure 2: Validation loss (cross-entropy) of the
first three epochs. The validation loss of the model
with residual decoder RNNs is constantly lower
than any other model variations, while stacking
decoder RNNs naively slows down the training
significantly.

is described in Section 3. All RNNs in the network are LSTM with 1200 hidden units. The pre-processing
and training procedure is exactly the same as that in Section 4.2.

In order to test the performance with system combination, we trained a T2S transducer with Travatar
(Neubig, 2013) on WAT2016 En-Ja dataset, but without forest inputs in the training phase. We used
9-gram language model with T2S decoding. We also evaluated the results of the T2S system with NMT
reranking, where the reranking scores are given by the fore-mentioned NMT ensemble.

We tested performance of system combination in two approaches: GMBR system combination and a
simple heuristics. The simple heuristics performs the system combination by choosing the result of NMT
model ensemble when the input has fewer than 40 words, otherwise the result of reranked T2S system is
chosen.

For GMBR system combination, we used 500 sentences from the development data for GMBR train-
ing. We obtain a 20-best list from each system, so our system combination task involves hypothesis
selection out of 40 hypotheses. The loss function used for GMBR, the sub-components of the loss func-
tion are derived from n-gram precisions, brevity penalty, and Kendall’s tau.

5.2 Official Evaluation Results in WAT2016

In Table 2, we show the automatic evaluation scores together with pairwise crowdsourcing evaluation
scores for our submitted systems 1 in WAT2016. The first submission, which is a two-model ensemble
of NMT models with residual decoder RNNs, achieved a comparably high RIBES (Isozaki et al., 2010)
score.

For system combination, although we gained improvement by applying GMBR method2, the naive
method of system combination based on the length of input sentence works better in the evaluation with
test data. Considering the scores of human evaluation, the system combination does make significant
difference compared to the NMT model ensemble.

1We found a critical bug in our implementation after submitting the results. However, the implementations evaluated in
Section 4.2 are bug-free. Hence, the results of NMT ensemble in Section 4.2 and the results of NMT model with residual
decoder RNN in Section 5.2 are not comparable.

2We did not submit the result of GMBR system combination to human evaluation as the implementation is unfinished before
the submission deadline.
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Model RIBES(%) BLEU(%) HUMAN

Online A 71.52 19.81 49.750
T2S system 1-best 77.87 32.32 -

T2S neural reranking 78.29 33.57 -
Ensemble of 2 NMT models with residual decoder RNNs (submission 1) 81.72 33.38 30.500

+ GMBR system combination with T2S results 80.90 34.25 -
+ System combination with a simple heuristics (submission 2) 81.44 34.77 29.750

Table 2: Official evaluation results of WAT2016

6 Related Works

Deep residual learning proposed in (He et al., 2015) learns a residual representation with a deep neural
network. As stacking new layers does not lengthen the backprop path of early layers, residual learning
enables the training of very deep networks, such as those with 1000 layers. Deep residual nets won the
1st place in ILSVRC 2015 classification task. The success of deep residual learning gives the insight of
a better deep architecture of neural nets.

Beyond the success of residual learning, applying this technique to recurrent nets is a promising di-
rection, which is researched in several previous works. Recurrent Highway Networks (Srivastava et al.,
2015) enhance the LSTM by adding an extra residual computation in each step. The experiments show
the Recurrent Highway Networks can achieve better perplexity in language modeling task with a lim-
ited parameter budget. (Liao and Poggio, 2016) achieved similar classification performance when using
shared weights in a ResNet, which is exactly a RNN. Pixel Recurrent Neural Networks (van den Oord
et al., 2016) demonstrates a novel architecture of neural nets with two-dimensional recurrent neural nets
using residual connections. Their models achieved better log-likelihood on image generation tasks. Re-
markably, the neural network architecture described in a lecture report 3 is similar to our models in spirit,
where they applied stochastic residual learning to both depth and horizontal timesteps, which leads to
better classification accuracy in Stanford Sentiment Treebank dataset.

7 Conclusion

In this paper, we demonstrates the effects of several possible approaches of enhancing the decoder RNN
in NMT models. Surprisingly, Stacking multi-layer LSTMs in the decoder hinders the training and results
in low performance in our experiments. Through empirical evaluation of several decoder architectures,
we show that applying residual connections in the deep recurrent nets leads to superior results with same
parameters as Stacked LSTMs. The advantage of the using of residual RNN in the decoder provides
insights on the correct ways of enhancing NMT models.
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